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NONSTEADY COMBUSTION MECHANISMS OF ADVANCED SOLID PROPELLANTS

AFOSR Grant No. DOD-F49620-93-0430

M.C. Branch, University of Colorado
M.W. Beckstead, Brigham Young University
TA Litzinger, Pennsylvania State University

M.D. Smooke, Yale University
V.H. Yang, Pennsylvania State University

SUMMARY/OVERVIEW:

The development of advanced propellants employing new oxidizers and energetic binders such as GAP
and PGN requires a more sophisticated approach than the conventional methods of testing a matrix of
ingredients to arrive at a formulation empirically. Such an approach is too costly and time consuming for
the large matrix of oxidizer/binder combinations. The development of a computational model to predict
the sources of instability, the regression rate, as well as the temperature sensitivity and pressure and
dependence of new formulations would be of tremendous value to the propellant designer in the
fabrication of more energetic and stable systems.

We have initiated an exciting new collaborative research program combining the expertise of individuals
from several universities to develop a new ability to predict the propulsion performance of minimum
smoke, precision strike rockets. The focus of the research of nonsteady behavior is unique and the overall
project is not possible at any one of the institutions participating in this coordinated research. The project
will be managed so as to insure significant cooperation and coordination between the different universities
in conducting the carefully selected tasks which contribute to the overall research goal. The individual
tasks which we will pursue will consider solid propellant decomposition under unsteady conditions,
nonsteady aspects of gas phase flame structure measurements, numerical modeling of multidimensional I
flame structure, propellant/flame interactions, and overall nonsteady propellant combustion characteristics
in realistic rocket motor environments. Our goal is to develop general models of fundamental mechanisms
of combustion instability that can be applied to a variety of new energetic materials. Progress in these
tasks over the past year is outlined below.

TECHNICAL DISCUSSION:

Task 1. Condensed Phase Processes (Litzinger)

Condensed phase processes during combustion of the solid propellant are being studied using a unique
Microprobe Mass Spectrometer (MPMS) system. The objective of MPMS studies is to determine the
chemical mechanisms for solid propellant combustion with an initial emphasis on the decomposition of
HMX and on the gas phase reactions of the products of its decomposition. A quadrupole mass
spectrometer system using quartz microprobes is used to measure species profiles above the surface of the
sample during CO2 laser induced decomposition or during laser assisted deflagration of the sample. Gas
Phase temperature profiles are measured with micro-thermocouples no larger than 50 micron.

The results of the studies will provide key information for the modeling of propellant combustion. It will
provide the boundary conditions at the interface between the condensed and gas phases which is critical

for modeling. In addition, it will provide gas phase species and temperature profiles over a range of



I• experimental conditions that will be used to test the models. Finally, the results will give insight into the
key chemical reactions to be studied in the flame experiments.

-- Much of the work over the last year has focused on upgrading the mass spectrometer system to a triple
quadrupole (TQMS). The TQMS is critical for detection and quantification of species with the same
molecular weight such as CO, N2, and CH 4. This hardware upgrade of the single quadrupole MS required

I substantial revision of the existing system. The control electronics, the vacuum chamber, the pumping
system and the test chamber itself were redesigned. In addition, the required characteristics of the TQMS
had to be specified to Extrel corporation so that they could construct the instrument.

All components for the system were received in August 1993 when the TQMS was installed by Extrel.
After installation, substantial effort was expended to optimize the instrument settings for detection and
separation of the species with similar molecular weights and to calibrate the instrument. Experiments with
RDX and RDX composite propellants had been successfully performed including separation of
CO/N2/C2H. and CO,/N 20. Work with HMX will begin as soon as HMX is available, which should be

I within the next several months.

Tasks 2 and 3. Gas Phase Kinetics and Chemistry (Branch, Smooke)

As described in Task 1, Condensed Phase Processes, the decomposition of solid rocket propellants and
other energetic materials leads to the formation of gaseous hydrocarbons and oxides of nitrogen which
react to form a flame above the surface of the solid. These flames can provide heat which is fed back to
the surface and thereby influences the burning rate of the solid. In previous studies of a number of
fuel/NO, laminar premixed flames, we have developed chemical kinetic reaction mechanisms which model
the essential features of the measured flame structure. The objective of the research proposed for Task
2 is to investigate the nonsteady two-dimensional effects associated with the heterogeneous nature of
combustion of the solid fuel. Co-flowing laminar jet diffusion flames and counterflow premixed and
diffusion flames of fuel/NO, mixture will be established, the flame structure will be measured and the
measurements will be compared to two-dimensional diffusion flame modeling. The research will therefore
focus on the simultaneous effects of mixing and reaction in order to deterwine flame stabilization
mechanisms and stability limits, and flame stretch effects important in nonsteady combustion processes.

The focus of research in Task 3 is detailed flame modeling of fuel/NO, diffusion flames and eventual
reduction of reaction mechanisms. During the past eight months our research has focused on the
development of a two-dimensional computational model of fuel/N 20 flames in a Wolfhard-Parker
configuration. Specifically, we have developed a model that applies detailed chemistry and complex
transport to the two-dimensional flame in which a fuel stream is sandwiched between two oxidizer
streams. Unlike some models in which diffusion in the downstream direction is neglected, we have treated
the fully elliptic problem. A discrete solution has been obtained by combining a steady-state and a time-
dependent solution method. A time-dependent approach is used to help obtain a converged numerical
solution on an initial coarse grid using a flame sheet starting estimate. Grid points are inserted adaptively
and Newton's method is used to complete the problem. The model developed at Yale University is
currently being used to compare temperature and species profiles with experimental measurements made
at the University of Colorado. Both CH/N 20 and CO/N20 flames are being considered. The results of
this investigation will enable us to probe the fluid dynamic and thermochemistry interaction and its effect
on the structure of fuel/N20 flames. A by-product of the study will be an assessment of various chemistry
approximations that could be used in the development of propellant models. In particular, we will be able
to investigate both partial equilibrium and reduced chemistry models.

3 Task 4. Propellant Combustion Characteristics in Isolated Environments (Beckstead)

This particular phase of the program will concentrate on developing a monopropellant model which can

!2



be coupled with a diffusion flame model to stimulate a solid propellant. A model of the condensed phase
is being developed based on previous work such as the Price-Boggs DDT model or the Bizot-Beckstead
model. The model will solve the transient heat conduction equation, allowing for energy release through
the solid. le model will allow for up to three decomposition reactions describing the initial bond
breaking process, followed by several heterogeneous reactions describing the reactions that occur in the
liquid layer on the burning surface. Calculations will eventually be performed with the model for double
base binder, HMX, AP, AN, and GAP. The required kinetic input for the model will be obtained from
the experiments of Brill and others. Reduced reaction mechanisms will be recommended for each of the
specific ingredients to be used in conjunction with the calculations made in the combined models
discussed in the following paragraphs.

Preliminary calculations have been made for the ignition of HMX using Price's model which is based on
two parallel condensed phase reactions (one following the CH2O path and one following the HCN path).
A summary of those results is contained in the attached figure and table. The condensed phase values for
HMX were taken from a compilation of works be a number of researchers as reported by both Boggs and
Schroeder. They report decomposition activation energies of -45-50 Kcal/mole based on a variety of
methods, most at relatively low temperatures. The corresponding prefactors reported were _1015 to 1018.
Unfortunately, these investigators only report on a single decomposition reaction. Thus, data for the two
reactions modeled were not found in the literature. However, Schroeder recommends activation energies
of -49 and 53 as representative of the two reactions based on his assessment of the literature, which were
therefore used in the code. Corresponding prefactor values of -1012 and 1020 were needed to give
reasonable ignition times. The ignition process was chosen as a basis of comparison because it is very
dependent on the condenses phase reactions. The prefactors were slightly higher than reported data, but
well within reason.

These results are both encouraging and discouraging. Using two condensed phase reactions we can model
the ignition event reasonably well using essentially literature values. However, identifying the appropriate
experimental test with a given reaction is difficult. It is almost impossible to separate different reaction
steps from available date. Most experiments give a global result.

Another significant problem is that of determining the appropriate surface temperature as the boundary
condition between the gas and condenses phases. A search of the literature has turned up essentially four
studies where the surface temperature of HMX has been measured. The four studies are by Parr and Parr
at NWC, Lengelle and Duterque at ONERA, Kubota and Sakamoto, and Mitani and Takahashi. None of
the authors reference any of the others and each present their data as a unique set of data. Parr, Lengelle
and Kubota apparently all used pressed pellets as a unique set of data. Parr, Lengelle, and Kubota
apparently all used pressed pellets of pure HMX, while Mitani used pellets of 97% HMX and 3% wax.
Mitani also used a counter flow burner to bum the pellets and obtain the data. Parr, Lengelle and Kutoba
all report using thermocouples on the order of 5 to 15Mm, which would appear to be sufficiently small to
resolve the surface temperatures at the conditions cited. Kubota made his measurements up to pressures
of -90 psi while Parr's measurements were up to -240 psi. Neither Lengelle nor Mitani report their test
conditions that resulted in varying burning rates.

The agreement between investigators is not good. Parr and Lengelle both report an uncertainty of -50K,
but the general disagreement is greater than 50K. Kubota does not actually report surface temperatures.
He interprets his results as a 'decomposition temperature' where reactions begin, but which is lower than
what a surface temperature would be. Thus, his 'surface temperatures' would be somewhat higher than
the data reported, which would be more in line with the data of either Lengelle or Mitani. Although the
NWC data were obtained in what appears to be a very careful and meticulous manner, the numbers are
100 to 150K below the other measurements made at the corresponding rates. If one attempts to
extrapolate the data to pressures and rates typical of rocket motors, the uncertainty becomes extreme due
to the large data scatter. Additional quantitative experimental data are needed from Task 1 outlined above
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I and reduced flame mechanisms are needed from Tasks 2 and 3.

Task 5. Propellant Combustion in Rocket Motor Environments (Yang)

Results obtained from Tasks I through 4 provide a concrete basis for understanding the detailed
combustion mechanisms of solid propellants in an isolated quiescent environment. To extend these
fundamental investigations to practical motor design issues, it is important to study the propellant burning
behavior at realistic rocket motor conditions. Most previous research on motor interior ballistics was
either focused on cold-flow simulation or based on simplified approaches with propellant burning rates
modeled by empirical formulas. Very little is known about detailed combustion mechanisms under
chamber cross flows. The purpose of this task is to remedy these technical and scientific deficiencies by
treating detailed flowfields and chemical reactions. Both steady and oscillatory flow conditions are
considered, with emphasis placed on the interactions between propellant combustion and motor internal
flows. The work mainly addresses two issues: how the local flow conditions of velocity, pressure,
temperature, and turbulence intensity affect propellant burning, and how the motor internal flow is
established by propellant burning.

Figure 4 shows the baseline configuration examined here, a two-dimensional (either planar or
axisymmetric) rocket motor with burning solid-propellant grains. The formulation is based on the
complete conservation equations of mass, momentum, energy, and species concentration for both gas and
condensed phases, with full account taken of variable transport and thermodynamic properties. Only
reduced chemical kinetics schemes acquired from Tasks 1 through 4 are incorporated into the flow solver
to render numerical calculations manageable. Turbulence closure is achieved using a modified turbulent
transport model which takes into account the wall-blowing effect arising from propellant burning.
A series of analyses have been carried out to study the combustion characteristics of double-base and
nitramine homogeneous propellants in two-dimensional chambers. Emphasis is placed on the propellant
burning behavior in various flow regimes in a rocket motor, including laminar, transitional, and fully
turbulent regions. Specific processes investigated include:

* motor internal flow development, including onset of turbulence and its ensuring growth;
* detailed flame structure near the propellant surface, including effects of laminar and turbulent

cross flows on propellant combustion mechanisms; and
* coupling between gas and condenses phases, including subsurface degradation and surface

regressions processes.

A parametric study is also conducted to investigate the temperature sensitivity, pressure dependence, and
erosivity of propellant combustion. Furthermore, correlations for propellant burning rate are established
in terms of local Reynolds number, momentum flux coefficient, turbulent kinetic energy, and strand
burning rate. This information can be effectively used in predicting the performance of a rocket motor
with complicated grain configuration.
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Figure 1. Flame sheet model calculation of the temperature (left) and N2 0 concentration (right) in a Ic14,N2 0 jet diffusion flame. Fuel (CR) is fed into the center, and oxidizer (N2 0) surrounds
the fuel casks 2 and 3)
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I CHEMICAL MECHANISMS AT THE BURNING SURFACE

AFOSR Grant Contract No. F49620-94-1-0053

Principal Investigator: Thomas B. Brill

I Department of Chemistry
University of Delaware

Newark, DE 19716

I
SUMMARY/OVERVIEW

Determination of the rates and pathways of the decomposition and
earliest exothermic reactions of solid propellant components is needed to
define the chemistry of the surface during steady and non-steady combustion.
Because this information has not been forthcoming from studies when the flame
is present, we have developed spectroscopically-instrumented, high-rate
thermolysis techniques to simulate the heating and temperature conditions at
the surface during combustion. Efforts are being focused on 1) nitramine
(HMX, RDX) combustion, 2) pyrolysis chemistry of non-energetic binders, and 3)
pyrolysis processes of high-energy, clean-burning oxidizers, such as HNF.

TECHNICAL DISCUSSION

The surface reaction layer, which includes the reacting condensed phase
and a small portion of the near field gaseous phase, plays a major, if not the
dominant, role in controlling combustion of solid rocket propellants. The
pressure and formulated composition influence the effective thickness of this
layer, but 5-50 pm is an operable working range. Pyrolysis and exothermic
reactions in this region can be outlined by the use of rapid pyrolysis
techniques, such as T-jump/FTIR spectroscopy1 . A thinly spread, small mass of
sample simulates a "snapshot* view of the surface layer. By controlled
heating at about 2000°C/sec to a temperature representative of combustion, the
gaseous products formed and the simultaneously measured heat flow outline the
chemistry.

i Three issues are targets of this research program. First, the AFOSR-URI
on Nonsteady Combustion has decided to model HHX combustion. In support of
this effort, the relevant surface reaction zone processes must be refined as
tightly as possible. Second, most oxidizer and monopropellant ingredients are
formulated with a binder which pyrolyses and plays an important role in
combustion. Comparatively little is known about the rates and products at
high temperature and heating rate. This problem is being tackled in this
prograu. Third, the long-term future includes the use of clean-burning, high
energy solid rocket propellants. One such material is hydrazinium
nitroformate (HNF). The chemistry of rapid thermolysis of HNF is being
determined in our laboratory at this time. More detailed discussion of these
three projects follows.

i The Surface Reaction Zone of HMX

A major effort has been devoted to evaluating the merits of the
published global Arrhenius kinetics for thermal decomposition of HMX in the

* 8



gaseous, liquid, and solid phases . Poor agreement is found irrespective of

the phase. However, the existence of a kinetic compensation effect was
uncovered (Figure 1) and enables virtually all of these divergent results to
be understood under a single, general, chemical phenomenon. All of these data
represent valid rate measurements, but each is affected by different sample

characteristics and working conditions. Consequently, there is no
intrinsically Ocorrect" rate of decomposition in the solid or liquid phase.
Any 13-lnA combination lying on the compensation line is representative of the
rate under some set of conditions, but, of course, will yield a widely
different rate prediction for other conditions.

Rather than employing these global rates, we are focusing on defining
rates of specific decomposition and exothermic reactions that are
experimentally validatable by T-jump/FTIR spectroscop9. These are
decomposition of HMX by two branches--one to form CH2 0 + N2 0, and the other to
form NO + HCN. The exothermic reaction being used involves CH2O + NO?.
Attempts are being made to refine the rates of these reactions and to scale
them sensibly according to the phase.

Fast Deconosition of Non-Energetic Binders

The chemistry of rapid pyrolysis of polymeric, non-energetic binders is
widely acknowledged to be poorly known and has a major influence on the
combustion characteristics of solid propellants. We have undertaken a program
to define this chemistry in much greater detail. Initial studies have begun
by using T-jump/FTIR spectroscopy on polybutadien acrylic acid acrylonitrile
(PBAN), carboxyl-terminated polybutadiene (CTPB), and hydroxyl-terminated
polybutadiene (HTPB). All of these polymers have the butadiene rubber
backbone in common. The gaseous fragments from rapid pyrolysis are being
identified and quantified by FTIR spectroscopy. These fragments are reactants
for the leading edge of the diffusion flame. Figure 2 illustrates preliminary
results for uncured PBAN heated to 500"C under 1 atm Ar. Two products (4-
vinyl cyclohexene and butadiene monomer) are shown, but others are being
identified at this time. The rate of growth of these products as a function
of the pyrolysis temperature will enable the Arrhenius kinetics for
decomposition at high temperature to be determined for input into models of
combustion of composite propellants.

New. High-Energy. Clean-Burning Oxidizers

Rapid pyrolysis chemistry of non-standard materials is being undertaken
to characterize promising energetic materials for the future. Interest in
hydrazinium nitroformate (HNF), [N2Hs] [C(NOz)$], exists at the Phillips
Laboratory and at the European Space Agency (ESA). We are making progress on
understanding how REF decomposes under fast heating conditions. Figure 3
shows that proton transfer to form nitroform [HC(NO2) 3] occurs and that HNF
volatilizes to some extent. A sharp transition occurs from competing
endothermic sublimation and exothermic decomposition below 3500C to strongly
exothermic decomposition above 400"C. These results seem to be of value to
ESA in deciding the ingredients that are safe to formulate with HNF in test
propellants.

Another compound of Air Force interest that we have investigated is 3-
nitro-l,2,4-triazol-5-one (NTO) which is an insensitive explosive. NTO and
eleven other compounds have been found to decompose upon fast thermolysis to
cyclic azine polymers that are thermally stable to at least 600-700"Cl. Each
of these compounds is therefore potentially useful for burn-rate suppression

9



I Uin rocket propellants. A rapid screening method to distinguish promising
compounds from the test set has been devised.

1. T. B. Brill, P. J. Brush, K. J. James, J. E. Shepherd, and K. J.
Pfeiffer, ArnI. Spectroscoov, 46, 900 (1992).

2. T. B. Brill, P. E. Gongwer and G. K. Williams, J. Phvs. Chem.,
submitted.

3. T. B. Brill, J. Pronuls. Power, to be published.
4. G. K. Williams, S. F. Palopoli and T. B. Brill, Combust. Flame, in

press.
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COMBUSTION KINETICS OF HEDMs AND METALLIC FUELS
AFOSR Grants No. F49620-92-J-0172 and -0346

Principal Investigator: Arthur Fontijn

High-Temperature Reaction Kinetics Laboratory
The Isermann Department of Chemical Engineering

Rensselaer Polytechnic Institute
Troy, NY 12180-3590I SUMMARY

The use of new advanced solid rocket propellant constituents, such as, e.g.,
boron as a HEDM and ammonium nitrate as replacement for halogen-containing
oxidants, requires knowledge of their combustion kinetics, which needs establishing.
To this end experimental rate coefficient measurements on individual important B
and Al species reactions are made in the 300-1900 K temperature range in unique
high-temperature reactors. Also, semi-empirical theory is being developed for
predictions on further reactions. Such predictive theory existed for reactions in non-
metallized propellants, but now for the first time is being developed for interactions
involving metallic species.

I TECHNICAL DISCUSSION

Aluminum Oxidation

Last year we discussed that the A1O + 02 reaction system was not a simple one,
but consists of an addition reaction with a negative temperature dependence and an
abstraction reaction with a positive one. Preliminary rate data were presented.
During the past year this work was completed by taking additional measurement at
"low" (T < 1010 K) and "high (T >_ 1200 K) temperatures. The low temperature,
pressure-dependent, measurements yielded an accurate rate coefficient expression
for the addition reaction:

AlO + O2 + Ar- Al03 + Ar ()

log[kl(300-1010 K)/(cm6 molecule- 2s-l)] = -24.7-1.941og(T/K)

I This rate coefficient expression was in turn used to ascertain that this reaction has a
negligible influence under the conditions where the abstraction reaction, of greater
rocket combustion importance, was to be measured. The high-temperature
measurements yielded for that reaction:

I Al0 + O2-- AlO2 + 0 (2)

k2 (1200-1700 K) = 8.lxl0-10exp(-10065 K/T) cm 3 molecule-ls- I

No measurements between 1010 and 1200 K were used, because the competition
between the two processes yields less accurate results for either.
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A publication on this work is being prepared. The net effect of the competition I
in terms of rocket combustion is that the total AlO consumption rate coefficients, i.e.
the sums of kl(T) and k2(T), pass through a minimum at about 1000 K at pressures
below about an atmosphere, as illustrated in Fig. 1.

Boron Oxidation

For the above measurements at 300 K a new technique for A10 production was
developed. At higher temperatures it yielded results indistinguishable from those
obtained by our standard evaporative technique,1 which can not be used for reaction I
temperatures below about 500 K. This new technique, passing trimethyl-aluminum
in argon containing 1-10 ppm 02 through a microwave discharge, also suggested
similar approaches for the production of BO and B02. For example, we have found I
that passing mixtures of B2H6, NO, and N2 in Ar through such a discharge results in
readily measurable constant BO signals. We are further exploring various
combinations of reactants prior to studying BO and B02 reactions. I
Predicting Temperature-Dependent Rate Coefficients

Our semi-empirical theoretical efforts at predicting rate coefficients have I
followed two complementary paths. In one, the pre-exponential part of temperature
dependent rate coefficients k(T) is predicted.2.3 Experiments will, in general, lead to
expressions of the form

k(T) = ATlexp(-E/RT) (3), 1
where A and n are constants, E is the reaction energy barrier and R is the gas
constant. Transition-state theory allows k(T) to be expressed in the form

k(T) - AT go exp(-AE*/RT) (4),
k()= h qA(4),

where kB and h are, respectively, the Boltzmann and Planck constants, and qAB and
qcD are the partition functions of the reactants. q* and AE* are, respectively, the
partition function of the transition state and its energy above the reactant ground
states, both of which are unknown. By using simple ab initio methods for estimating
q*, and equating eqs. (3) and (4) at one temperature, AE* can be found. Hence, eq. (4)

can, in principle, be used to predict k(T) expressions from one measurement at one
temperature. To test this prediction, we chose a mid-temperature value of the
experimental range and found that for reactions of the nature

AB+CD-+ABC+D (5)

the predicted In k(T) versus T-1 plots well reproduced the experimental results, cf.
Fig. 2. This effort will now be expanded to other reactants, particularly reactions of
Al and B oxides.

The other effort is aimed at predicting E of eq. (3) for individual reactions. We
previously observed4 -6 that for reactions of similar metal atoms with N20 or 02, E
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I
correlates with- the sum of the ionization potentials IP and s-p promotion (excitation)
energies PE. The basis for this observation is that, for such "homologous reactions", E
can be calculated directly by simple resonance theory once a value for a single
member of a series has been determined. The metal atoms we showed this for were
those with one and two valence s electrons, respectively. Using HTFFR measurements
on the Al + N20 reactions as input, we have now extended this treatment to atoms
with the s2 p structure, i.e. Al, B, and further group 13 metal atoms, Fig. 3. A paper
describing the measurements and the further theoretical development is in an
advanced stage of preparation.

Together these semi-empirical procedures make it possible to provide reliable
estimates of the temperature dependence of rate coefficients of more reactions than
can be measured experimentally within reasonable periods of time.
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NONLINEAR ACOUSTIC PROCESSES IN SOLID ROCKET ENGINES

(AFOSR Grant No. S49620-94-1-0042)

Principal Investigator: David R. Kassoy

Mechanical Engineering Department/Center for Combustion Research
Mailing Address: Graduate School, B-26

University of Colorado, Boulder, CO 80309-0026I
SUMMARY:

Fully computational methods are employed to study unsteady, nonlinear vorticity generation
and evolution by an acoustic wave interaction with a sidewall injected flow in a cylindrical tube,
that mimics the solid propellant surface burning in a rocket engine. The steady flow field, sus-
tained by sidewall injection, is disturbed at the exit plane by a sinusoidally fluctuating planar
pressure variation. The unsteady rotational component of the velocity field is extracted from the
numerical solutions. It is shown explicitly that unsteady vorticity generated at the injecting wall
is convected away from the wall towards the mainly inviscid core flow by the mean radial velocity
field. Eventually, unsteady vorticity fills the entire chamber unlike that confined into traditional
acoustic thin viscous layers adjacent to the sidewall. The presence of rotational flow features im-ply that traditional acoustic balance theories, used widely to predict solid rocket engine chamber
stability, must be reevaluated.

AUTHORS: David . Kassoy, Kadir Kirkkopru, and Qing Zhao

TECHNICAL DISCUSSION

Transient flow dynamics in a solid rocket engine chamber are strongly coupled to propellant
combustion processes and related directly to overall rocket motor stability. The combustion of
solid propellant generates gaseous products that induce a low Mach number (M., = 0(10-2 -
10-1)), large Re number (Re = 0(104 - 105)) internal shear flow in a long, narrow rocket engine
chamber.I

In this study, two dinmensional, axisymmetric Navier-Stokes equations are solved numerically
by utilizing the MacCormack explicit, predictor-corrector scheme. Sidewall mass addition is
used to simulate the gasification of the burning solid propellant surface. Initially, a steady, low
Mach number, large Re number, rotational flow exists in a long, narrow cylinder of an aspect
ratio (length to radius) 6 = 20. The steady flow is disturbed at the exit plane by imposing
a sinusoidally fluctuating component with frequency w on the static pressure. Amplitudes of
the oscillatory pressure disturbances (A) are chosen accordingly for different axial flow Mach
numbers so that nonlinear processes affect the evolution of the unsteady flow field, an explicit
result extracted from analytical studies by Zhao and Kassoy (1994) and Zhao et al. (1994). In
this work rational perturbation methods are used to show that there are two disparate length
scales for rotational effects; the tube radius and an O(M) smaller length where significant local
velocity variations are present. Information about the existence of two disparate length scales
and their relationship to Mach number enables us to choose grid size and spatial distribution in
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I
order to describe flow dynamics accurately.

The primary objective of the present study is to compute unsteady vorticity production and
evolution in a cylindrical model of a rocket engine chamber. Unsteady flows arising from the exit
plane planar pressure disturbances are computed for different axial flow Mach numbers (M =

0.1, 0.05& .02) and for different angular frequencies (w = 1, 1.52.5).
Following a procedure used in Zhao et al. (1994), the total unsteady axial flow speed is divided

into three parts Iu(z,r,t) = us(zr) + up(z,t) + uV(Zrt)

where us denotes the steady flow field which is known as an initial condition for the unsteady
computations and up represents the irrotational, planar flow which can be computed as the
difference between the unsteady axial speed and the steady axial speed on the centerline of the
tube. The remaining part uv is defined as the vortical (rotational, nonplanar) component which
vanishes at the centerline at all times. It is used to describe the generation and evolution of the
nonlinear unsteady vorticity field in the cylinder.

Figure 1 shows the radial variation of the unsteady axial vortical speed at midchamber(z = 0.5)
at three time values after the planar pressure disturbance is initiated at the exit plane. The flow
parameters are M = 0.1 and Re = 3.104. The wall is located at r = 1 and the centerline at r = 0.
The corresponding injection Mach number M, = M/6 = O.005.7he disturbance frequency is
w = 1.0, a non-resonant frequency smaller than the first natural frequency of the tube, w, = r/2.
One observes a strong velocity gradient extending out about 0.15 units from the wall at t = 1.48
(solid line). This is the exact radial distance travelled by the injected fluid during the time interval
t = 1.48. The unsteady vortical axial velocity field extends out to 0.85 units from the injecting
wall when t = 11.81. At time t = 29.37 unsteady rotational flow fills the entire chamber.

The spatial distribution of uv at each time may be explained in physical terms by considering
an interaction between the steady injected flow field and the propagating planar acoustic distur-
bances. The motion of a fluid particle injected radially into the tube from the upper sidewall at a
specified location is affected by the harmonic variation of the axial pressure gradient. As a result,
a given fluid particle emanating from the wall will be accelerated alternately in the positive and
negative axial directions as it is convected toward the axis of the cylinder by the steady radial
flow field. Part of the fluid particle response is associated with irrotational acoustic effects. The
rest is rotational, resulting from vorticity generation at the wall.

Figure 2 shows the spatial oscillation of the vortical axial velocity at midchamber with respect
to the radius when t = 1.488,11.834 and 29.54 for a smaller M = 0.05 and for a larger Re = 3.105.
The forcing frequency w = 1.0 is the same as for the previous case. The sharply defined region of
large velocity gradient is seen in Fig. 2 at 0.07 units from the wall at t = 1.488. One notes that
at t = 11.834 the wavelength of the spatial oscillation of uv is smaller thatn that for the case
M = 0.1. This is an expected result because the mean radial velocity field for M = 0.05, which
transpor s the fluid particles into the cylinder, is characterized by a relatively lower speed than
that for the M = 0.1 case. At t = 29.54 one notes spatial oscillations throughout the cylinder.
It is also observed that the wavelength of the oscillatory structure decreases as the centerline is
approached. This occurs basically because the mean radial flow speed vanishes as the centerline
is approached.

The third case studied is for a smaller mean axial flow Mach number M = 0.02, Reynolds
number Re = 3.103 and the forcing frequency w = 1.0. Figure 3 shows the uv variation with
respect to radius at z = 0.5 when t = 3.00, 15.00 and 30.00. It can be seen from this figure that
axial velocity gradients are larger than those for larger Mach number cases presented previously.
This implies that the absolute magnitude of the unsteady vorticity generated at the wall is much

I
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larger than that of the higher Mach number flows. This unsteady vorticity field is convected
away from the wall towards the center of the chamber by a relatively slower steady radial flow
component.

The radial variation of unsteady vorticity at z = 0.5 for three cases, M = 0.1, 0.05 and 0.02
is shown in Fip.4a-c. Corresponding times are t = 29.37,29.54 and 30.00, respectively. It is seen
from these figures that the magnitude of the unsteady vorticity increases with mean flow Mach
number, implying the lower the M the larger the transient shear stress on the cylinder surface.
One can speculate that these transient shear stresses will impact the burning rate of an actual
propellant which is the source of the "injected" fluid used in the present model. An accompanying

3 plot, Fig. 4-d, shows the variation of the unsteady vorticity throughout the cylindrical chamber
for the M = 0.02 case at t = 30.00.

Figure 5 describes the effects of forcing frequency on the oscillatory spatial structure of the
vortical axial speed at times closer to t = 17.5 for the M = 0.1 case. The chosen frequencies
arew = 1.0, w = 1.5(a near-resonant case) and w = 2.5. It can be seen from this plot that the
wavelength of the oscillatory spatial structure decreases when w increases. It is also noted that
the local spatial gradients of vortical velocity increase for larger w 's.

There is now a considerable body of evidence supporting the existence of an unsteady vorticity
distribution in a solid rocket engine chamber. Therefore, the presence of vorticity in the chamber
must be accounted for in an accurate and reliable theory of engine stability.
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DIRECT NUMERICAL SIMULATION OF ACOUSTIC-MEAN
FLOW INTERACTIONS IN SOLID ROCKET MOTORS

(AFOSR Grant/Contract No. F49620-92-J-0451)

3 Principal Investigator: SHANKAR MAHALINGAM

Center for Combustion Research, Department of Mechanical Engineering
University of Colorado, Boulder, CO 80309-0427

I
SUMMARY/OVERVIEW:

I The present research is directed towards obtaining a fundamental physical understanding of
the interaction between the mean flow and acoustic disturbances in solid propellant rocket mo-
tors. An important objective of this research is the identification of acoustic mode forms from
the results of direct numerical simulation. To date, acoustic traveling wave-shear flow interaction
in a 2-D channel has been simulated. Phenomena that have been studied include acoustic refrac-
tion, disturbance amplification and attenuation, and the phase relationships that exist between
lower and higher order acoustic modes. Current effort is being directed toward simulating the
combustion response of a nonpremixed flame to acoustic excitation.

U AUTHORS: Siming Mu, Stephen Revert and Shankar Mahalingam

I TECHNICAL DISCUSSION

An imbalance between energy amplification and damping mechanisms dictates whether a
combustion-driven acoustic instability is sustained or weakened in a solid propellant rocket motor.
The relative importance of these mechanisms is strongly dependent on the oscillation mode and
type of propellant. Furthermore, due to the wave-structure of the acoustic field, its phase relative
to processes contributing to amplification/damping is extremely critical to the outcome of the
interaction. The focus of this research is on the mechanisms of energy exchange between the mean
and acoustic flow and amongst various modes of the acoustic flow. A fundamental understanding
of these processes is essential in ultimately obtaining a global understanding of the overall problem
of acoustically-driven combustion instability.

Our- approach is to perform direct numerical simulations of several model configurations,
using higher-order accurate finite differencing schemes. Boundary conditions are treated using
characteristic-based conditions developed for the Navier-Stokes equations by Poinsot and Lele
(1992). The models have been carefully chosen to complement Wang and Kassoy's (1992) analyt-
ical results, and Baum and Levine's (1987) and Vuillot and Avalon's (1991) numerical simulations.
Our results have enabled us to isolate different physical phenomena and thus evaluate cause and
effect relationships between the mean flow and the acoustics.

To date, acoustic traveling wave-shear flow interaction in a 2-D channel has been simulated on
a Cray-c90 supercomputer. The results have been compared with the analytical solution by Wang
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and Kassoy (1092), and with numerical results by Baum and Levine (1987). Our analysis differs
from previously published numerical work in that the current computation is able to capture the
long time acoustic response. Parameters include a duct aspect ratio of 5, a centerline Mach number
of 0.08, and an acoustic Reynolds number of 4000 based on the duct height. The simulation uses
an 81 x 81 computational grid. Resolution in the transverse direction was doubled to verify that
the solution is grid independent.

Our results have shown good qualitative and quantitive agreement with those by Wang and
Kassoy (1992). Several interesting features associated with this problem have been observed.

First, axially travelling plane waves can generate transverse waves trapped in between the upper
and lower boundaries of the domain. Second, above a certain disturbance frequency, oblique waves
can be generated. The interaction between oblique waves and axially traveling waves results
in variation of amplitudes of acoustic pressure and velocity. Hence, our numerical simulation
validates the linear perturbation analysis of the flow field in a solid rocket motor. "

Other interesting features have also been noted. Amplified oblique waves due to resonant
disturbances are observed for the first time. The rate of amplification of these oblique waves
is much higher than that of the axially traveling waves. Also, the oblique and axial waves are
180 deg out of phase. At certain locations of the domain, this strong oblique wave interacts with
the axial waves, causing a dramatic change in both wave amplitude and phase (Figure la). The
initial increase in amplitude is due to the resonant amplification of the axial wave. Then the
amplitude starts to decrease to zero due to the arrival of oblique waves, which have an opposing
phase. Finally, the amplitude increases again as the oblique waves dominate over the axial waves.
The wave phase at this location is changed by 180 deg. Since the oblique waves can propagate
only along a fixed path, at those locations where oblique waves do not pass through, the axial
wave structure remains unaffected (Figure 1b). The traveling path of the oblique wave can be
best identified by examing the pressure contour (Figure 2). The arrows indicate the direction and
location where the locally largest pressure gradient occurs. Thus they are also the path along
which oblique waves travel.

For resonant disturbances with several transverse spatial modes, the growth rate varies sig-
nificantly for different modes. It has been observed that the amplitude growth of the first mode
exceeds that of all other modes, while amplitudes of all modes are observed to grow (Figure 3). I
This feature suggests that acoustic energy is redistributed among all spatial modes, with the most
significant transfer between the zeroth mode and the first mode.

Acoustic boundary layer is another important feature of this problem. It is a very thin area
along the duct wall where an overshoot of acoustic velocity occur whenever the acoustic velocity
in the core changes sign, this feature is also known as Richarson's annular effect. Our numerical
simulation resolved the acoustic boundary layer very well (Figure 4). The thickness estimated
through our simulation is between 5 to 5.5 percent of the duct width, compared to theorectical
prediction of 5.9 percent.

We are currently simulating a 2-D nonpremixed flame centered between the walls of a narrow I
horizontal duct with open ends. Single-step, finite rate chemistry is assumed, with the unmixed
reactants diffusing into the flame zone from opposite walls of the channel. Eventually one end
of the channel will be dosed, and acoustic perturbations imposed on the flow field. This is the I
first step toward modelling the effects of acoustics on the combustion response of a nonpremixed
flame confined near the surface of a burning solid propellant. In the future, this analysis will be
extended to simulate the response of a premixed flame adjacent to the burning propellant.
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I Summary/Overview

The objective of this research is to investigate active control of detrimental combustion
instabilities in chemical rockets by a periodic combustion process. These efforts resulted in the
development of an active control approach consisting of a sensor (i.e., apressre ducer), an
observer that determines the characteristics of the instability in real time, a controller that
incorporates appropriate phase shifts an, amplitude gains into eah of the identified (by the
observer) combustor modes and sends the resulting signal to an actuator consisting of a fuel
injector with capabilities for modulating the injection rate of a secondary fuel stream into the
S combustor. This control system is designed to produce an oscillatory combustion process within
the combustor that is out of phase with the combustor pressure oscillations, resulting in their
attenuation. In a parallel effort, the development of an experimental gas rocket setup that will beI used to investigate the effectiveness of the developed active control system is nearing completion.
The results of this program will lead to the development of a robust active controller suitable for
stabilizing a variety of unstable rocket motors and propulsion systems.

I Technical Discussion

Combustion instabilities are generally driven by a periodic combustion process whoseI oscillations are in phase with the combustor pressure oscillations, in accordance with Rayleigh's
criterion. The operation of a rocket motor becomes unstable if the driving provided by the
combustion process is larger than the damping inherently present within the system due to, for
example, viscous dissipation and nozzle damping. The processes responsible for the establ
of a periodic combustion process generally involve complex interactions between the combustion
process and acoustic oscillations in the combustor that depend upon the rocket motor design and
operating conditions. Due to their detrimental effects, there is a need for dependable engineering
solutions that could be employed to stabilize rocket motors and propulsion system.

Recent progress in electronics, computers, sensors and actuators has suggested thatI practical active control systems capable of damping detrimental combustion instabilities in rocket
motors could be developed. Such a control system generally consists of a sensor that monitors the
rocket motor performance, a controller that analyzes the sensor's output and uses it to generate a
signal that drives an actuator that modifies the system's performance. The development of such an
active control system and an understanding of the fundamental processes that govern its operation
are the objectives of this investigation.
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Rayleigh's criterion indicates that acoustic oscillations are driven or suppressed when heat
is added in phase or out of phase with the pressure oscillations, respectively. This suggests that
combustion instability oscillations could be suppressed if effective means for generating heat
addition oscillations that are out of phase with the combustor pressure oscillations could be
devel Active control of combustion instabilities investigated to datel utilized a time domain
control approach and focused on the damping of combustion instabilities consisting of the
fundamental longitudinal mode or, at most, a combination of low frequency longitudinal modes.
Moreover, the application of these methods required apriori knowledge of the characteristics of the
unstable modes. In reality, the characteristics of the excited instability are not known, however, in
advance. Furthermore, the characteristics of the instability (e.g., its modal content) often change
with time in response to changes in, for example, propellant surface diameter in a solid rocket or
motor operating conditions.

A new approach for active control of rocket motor combustion instabilities that overcomes
the limitations of previous active control systems has been developed under this program. The
developed system consists of a sensor (a pressure transducer) that monitors the performance of the
combustor, an observer that analyzes the sensors output and determines the frequencies and
amplitudes of the excited combustor oscillations in real time and a "controller" that introduces
a iat phase shifts and amplitude gains into the data provided by the observer prior to sending
it to an actuator that controls the operation of a periodic fuel injection system. The novel
components of this systems are its observer and "controller" whose tasks are to identify the
charcitics of the instability in real time and provide the necessary phase shifts and pins to the
oscillating combustor modes, respectively. The "controllers" output is then used to dve a novel
actuator whose task is to produce an oscillatory fuel injection rate into the combustor that will
produce combustion process heat release oscillations that are out of phase with the excited
combustor oscillations.

The performance of the developed active control method were initially, investigated
theoretically assuming that the flow in the combustor is described by the one dimensional,
nonlinear, Euler equations. The driving of the instability by the combustion process was modeled
by means of a simple linear feedback between the pressure and combustion heat addition
oscillations. The combustor model was "equipped" with the developed active control system and
used to investigate the its effectiveness. Numerical simulations showed that the developed active
control system can damp a variety of instabilities including, for example, oscillations with
amplitude as large as 25% of the mean pressure in the combustor, which were damped out within a
few milliseconds of "engaging" the controller2

Continued theoretical studies led to the development of a more advanced numerical scheme
for the unsteady reacting flow equations in unstable rocket motors. It contains a new approach for

numerical epresentation of the boundary conditions at the injector face and nozzle entrance.
ince the flow in the investigated combustor is one dimensional, a mixing model that can be

incoporated into a one dimensional combustion model was developed. It accounts for the mixing
of the fuel and air as well as the mixing of hot combustion products with the reactants. Fimally, a
combustion heat release model that is based upon the Arrhenius law is used to determine the
reaction rate of the mixed reactants.

An important part of this research program is the development of an experimental setup that
will be used to investigate the developed active control system. A block diagram of the laboratory
setup is shown in Fig. 1. The active control system uses a piezoelectric pressure transducer to
"sense" the combustor pressure oscillations. The measured pressure signal is fed to a Digital
Signal Processor (DSP) TX320C40 DSP via an analog input board. The digital control signal that

1 Guanark, E., Wilson, K. 3., Parr, T. P. and Schadow, K. C., Feedback Control of Multi-Mode Combustion
Instability, AIAA Paper 92-0778, 30th Aerospace Sciences Jan. 1992, Reno. Nevada.

2 Neumeier Y. and Zinn B. T., -Active Control of Combustion Instabilities Using Real Time Identification of
Unstable Combustor Modes. Paper in pepation.
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Uis generated by the DSP is converted into an analog signal and fed to the actuator. The host
computer will accommodate an as yet to be developed algorithm that will determine the optimal
gain and phase shift for the controller on the DSP. The DSP and the 1/0 interface are integrated onI a single DAA TRANSLATION 3801-G board that is installed in a host EBM PC personal
computer.

inetrcmutrpesr

IUinlt neco S ' sr

Figure 1: A Schematic of the active control system

I The experimental gas rocket developed under this program is shown in Fig. 2. It consists
of a reactants feed system a combustor section with windows for observations and optical
diagnostics, a nozzle and an exhaust system. To provide needed cooling, the combustor is
submersed in a tank with running water. Also, the combustor length can be changed by adding or
subtrating sections having the same diameter, which will provide capabilities for exciting
instabilities with different frequencies. Since this combustor has a large length to diameter ratio, it
is expected that axial mode instabilities with high and low frequencies will be excited in the system
when short and long combustor lengths will be tested, respectively. This will provide an
opportunity to investigate the effectiveness of the developed active control system in the damping
of low and high frequency instabilities. The active control of high frequency instabilities will

detrmn the frequency limit of the developed control system.

--- ---- ---- - - -- -- -- ------ -WATER
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Figure 2: A schematic of the developed gas rocket setup
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The developed gas rocket propellants feed system is shown in Fig. 3. It consists of one
oxidizer (i.e., air) injector and two fuel injectors. The primary and secondary fuel injectors supply
the combustor with specified steady and oscillatory fuel flow rates, respectively. The secondary
fuel flow rate is modulated by use of a recently developed "magnetostrictive" actuator3 . It
oclates a pered needle up and down, producing a periodic blockage of a cross sectional area of
a secondary fuel orifice. The oxidizer and fuel streams are injected at approximately 45 degrees
angle and axially, respectively, into a small volume upstream of the injector plate where they mix
prior to entering the combustor through the injector plate orifices. The angles and dimensions of
the orifices in the injector plate have been chosen to generate rearculation zones downstream of the
injector plate where the combustion process will be stabilized. In this feed system design, the main
fuel flow rate is controlled by the size of the upstream orifice while the secondary fuel flow rate is
regulated by the "mean" position of the oscillating actuator needle. The oscillatory needle motion is
controlled by an "Etrema" actuator consisting of a Terfenol-D rod that changes its length in
response to changes in magnetic field intensity4 . This recently developed actuator is capable of
providing relatively large displacement (e.g., 100 ptm) in a very short response time (e.g., .2
msec.)

HIGH BANDWIDTH HIGH FRS~QUENCY TZRFIiOL-D1
LVT LEREARIL ATc'UATOR

MAGNIFICATION OF THE

OXDIR(M COMBUSTOR SECTION

MIESIATING U-

Figure 3: A schematic of the developed air and fuel feed system

3 Savage, H. T., Clark, A. E. and Powers, J. M., Magnetomechanical Coupling and AE Effect in Highly
Magnettrictive Rare Earh-Fe2 Compounds, IEEE Transacton on Magnetics, VoL Mag-ll, No. 5, Sep. 1975.

4 Savage., IL T., Abbundi, R. and Clark, A. E., Permeability, Magnetomechanical Coupling and M
in Grain-oiented Rare eanth-iron Alloys.
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I Department of Applied Mechanics and Engineering Sciences
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I Summary/Overview

The objective of this research is to improve understanding of the mechanisms by which flow, mixing
and combustion process are coupled to acoustic fields in liquid-propellant rocket motors. Particuiar
attention has been focused on analyses of amplification mechanisms coupled with finite-rate chem-
ical reactions by use of activation-energy asymptotics and other asymptotic methods. In addition,
a simplified calculation method of the acoustic eigenmodes with spatial variations of the density
and sound speed was developed.

I Technical Discussion

The following discussion concerns the two advances indicated above. Future works will apply similar
methods to different types of flamelets and to different types of motor-geometry nonhomogeneities.
In particular, droplet combustion, with or without forced convection and supercriticality, will be

I considered.

Amplification Mechanisms Coupled with Finite-Rate Chemistry

Many different processes are responsible for amplification of acoustic oscillations in liquid-propellant
rockets, and asymptotic analyses of these processes can help in assessing combustion instabilities.
It is the intent of the present investigation to analyze a number of these processes. One such process
is the strained planar diffusion flame considered here [1, 2]. Some of the results on acoustic pressure
response of this type of flame were reported last year, and more detailed and extended results will
be available as a publication. The analysis is extended to acoustic velocity response in order to
complement the analysis of the acoustic pressure response.

Previous studies of diffusion-flame response postulated infinite chemical reaction rates (the
Burke-Schumann approximation), while the present works take into account the influences of finite-
rate chemistry which is the dominant nonlinear process in flows in liquid-propellant rocket engines.
The results demonstrate that the high sensitivity of the chemical reaction rates to temperature fluc-
tuations can underlie important amplification mechanisms. As an initial simplification, a one-step,
irreversible Arrhenius-type chemical reaction rate is employed, and a gaseous counterflow diffusion
flame is adopted to represent flamelets subjected to nonuniform flow fields caused by turbulent fluc-
tuations. The analyses were performed by activation-energy asymptotics. The acoustic response
of the flame, obtained from the linear analysis, is found to be determined by two mechanisms,
namely, oscillations of the reaction sheet induced by acoustic-produced fluctuations of the reaction
rate, and oscillations of the field variables produced by the transport-zone response.

2
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The results of analyses on acoustic pressure response can be summarized in Fig. 1 showing
the boundaries of neitral amplification in Da-w plane where the Damk6hler number Da and
the acoustic frequency w are normalized by the extinction Damk~hler number and the strain rate
exerted on the flame. The corner of large Da (near-equilibrium limit) and small w corresponds
to attenuation, while all the rest of the Da-w plane corresponds to much stronger amplification,
especially near extinction. The attenuation found in the region of large Da and small w arises
from the reduction in the rate of mass transfer associated with compression of the flow field by
the acoustic pressure. As the acoustic pressure increases, the density increases in phase, and the
resulting diminished axial velocity reduces the mass flux into the reaction sheet, thereby producing
an attenuation effect. As w increases the attenuation effect associated with compression of the flow
field diminishes because the compression effect is lessened by unsteady accumulation. Especially
in the limit of w --+ oo, the convective and diffusive transport effects fail to respond to pressure
fluctuations, and the flame response can be solely determined by isentropic thermodynamic relations
since they are the only processes whose relaxation times are still shorter than the acoustic time
scale. Therefore, the region of large Da and w corresponds to small amplification which arise mainly
from in-phase oscillations of the mass diffusivities with acoustic pressure. As the flame approaches
extinction, the flame response is dominated by acoustic-produced oscillation of the reaction rate.
Since the reaction rate tends to be in phase with temperature oscillations that is, in turn, in
phase with acoustic pressure oscillations, the overall response always corresponds to amplification
independent of the acoustic oscillation frequency. Moreover, an extremely large sensitivity of the
reaction rate to temperature perturbations yields an order-of-magnitude increase in the rate of
amplification.

Extension of analysis to acoustic velocity response assumes that effects of acoustic velocity
oscillation occurs through oscillation of the strain rate applied to the flame. The results show that
the flame response is controlled mainly by two effects: (a) the response of the convective mass flux
into the reaction sheet, which is directly related to the flow-field variation applied at the boundary, U
and (b) the response of the reaction sheet to adjust the residence time to that of the finite-rate
chemistry. For flames near equilibrium, the former effect tends to be dominant, so that the response
of the net heat release is in phase with the strain-rate oscillation. However, the finite-rate chemistry I
effect overtakes the fluid-dynamic effect near extinction. A typical response behavior in this limit
is shown in Fig. 2 in terms of the real part of the nondimensional reaction-sheet oscillation Re(i/f).
During a period of strain-rate oscillation, an increase in strain rate results in reduced residence time
in the reaction zone, thereby reducing the reaction rate. In order to compensate for the reduced
reactivity, the reaction sheet migrates toward the stagnation plane at which the local convective
flux normal to the reaction sheet is much smaller, thereby resulting in negative values of Re(f).
The net heat-release response of the near-extinction flame becomes out of phase with the strain-
rate oscillation. Although many flame response behaviors to acoustic velocity oscillations can be
explained by these two basic response mechanisms, boundaries of neutral amplification cannot be
obtained from this analysis only. Since an acoustic velocity is ir/2 ahead of or behind the acoustic
pressure oscillation and cannot be uniquely determined unless the whole acoustic pressure field is
known, a detailed inviscid calculation which relates the acoustic pressure with the unsteady strain
rate must be performed in each case in order to calculate the contribution of the velocity effect to
the acoustic amplification.

Acoustic Eigenmodes in Nonuniform Acoustic Media

A recent paper by Clavin et al. [3] demonstrated that nonlinear acoustic instability coupled with
stochastic linear growth could lead to complicated evolution patterns of the acoustic pressure ampli-
tude. To continue further theoretical investigation of the stochastic effects on nonlinear instability,
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I
it is desirable to-formulate nonlinear acoustic instability based on a formal singular perturbation
method, since currently available nonlinear formulations are intended to be integrated numerically.
In order to construct a systematic nonlinear formulation, we focus our attention to the acoustic

I eigenmodes in liquid-propellant rockets, previously given by a Helmholtz equation arising in a uni-
form acoustic medium. Because of the presence of combustion by which an order-of magnitude
increase in temperature can occur, effects of spatial variations of molecular properties, such as
density and sound speed, on the eigenmodes needs to be considered [4]. The wave equation with
variable molecular properties is treated by a variational method which yields the acoustic oscillation
frequencies and the corresponding acoustic mode shapes. For a given eigenmode, the variational
principle states that the eigenvalue, that is the square of the nondimensional acoustic frequency,
is the ratio of the kinetic acoustic energy to the static acoustic energy, and the eigenfunction is
the minimizing function of the ratio. As a simplified model for liquid-propellant rocket engines,
it is assumed that variation of the acoustic medium occurs dominantly in the longitudinal direc-
tion. In this case, the functional shapes of the transverse modes are found to be independent
of the longitudinal variation, so that only the variations in the longitudinal direction need to be
considered.

A sample calculation is made with the assumptions that the acoustic medium is an ideal-
gas mixture and that a monotonic increase of the gas temperature is represented by the first
longitudinal harmonic function cos(2rz/L). The results exhibit two important characteristic changes
of the acoustic modes. In order to minimize the kinetic acoustic energy with respect to the static
acoustic energy, variations of the acoustic pressure gradients are found to be larger in the higher
density region. As a consequence, Fig. 3 shows that the nodal points of the longitudinal profiles are
significantly shifted toward the injector, which can provide useful information to help in determining
the lengths of baffles or of acoustic liners. For the case considered in here, the length of the bafe

or acoustic liner could be recommended to be about 25 % of the chamber length. The longitudinal
density variation is also found to play a role in the acoustic energy transfer mechanism by which
the kinetic acoustic energy of the lower mode is transfered to the adjacent higher mode. It is seen
from Table I that the eigenvalues of the pure transverse modes have substantially larger reductions
than those of the combined modes since the pure tanserve modes only lose their kinetic acoustic
energy to the adjacent combined modes. The decreases of the eigenvalues in the pure transverse
modes sometimes exceed more than one half of the corresponding Helmholtz eigenvalues, while the
decreases in the combined modes ranges only to about 20 %. It is therefore suggested that the
linear or nonlinear analyses in which the Helmholtz eigenfunctions are used as the basis functions
may have significant errors for the pure transverse modes that are more frequently observed in

I engine tests than the combined modes.
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Sunmmary/Overview
The atomization of liquid jets is a fundamental problem of particular interest in determining the performance
and combustion stability of liquid rocket engines. This research effort is focused on a new analytic treatment
of this free surface flow utilizing Boundary Element Methods (BEMs). During the past year, this research
has made two important advances. A model capable of performing nonlinear jet distortions in the presence
of the orifice has been developed and verified. This model is capable of calculating jet behavior beiosd the
droplet pinchoff event. The model has been applied to a dripping flow. Results indicate that both chaotic
and bifurcated behavior of droplet shedding can be predicted using this tool.

The second advancement involves a coupled nonlinear calculation of an infinite jet breaking up under
the influence of both surface tension and gas-phase pressure forces in the wind-induced regime. The model
predicts substantial deviations from linear predictions due to nonlinear effects. Droplet size predictions agree
with the limited measurements which indicate the presence of a "main" and "satellite' droplet formed under
mont conditions. In addition, the model provides significant improvements to the linear theories associated
with the breakup length of the jet.

ITechnical Discussion

I Boundary Element Model for the Finite Liquid Jet

Figure 1 highlights the axisymmetric computational domain and boundary conditions employed for this
problem. Potential flow is presumed in the liquid domain, so the flow within the jet can be described with a
velocity potential satisfying Laplace's equation (V2 . = 0). A hybrid scheme has been developed whereby
nodes on the free surface are "tracked' at the local surface velocity, while nodes at the inflow remain fixed
for all times. On the free surface, flow kinematics require:I

8-0 84. Dr 84. 8.D

where 6 is the local wave slope and 00/8s and q are velocities tangential and normal to the local surface,
respectively. The tangential velocity is calculated using 5-point centered differences on 0, except near the
orifice, where 3-point formulas are employed, while the normal velocity component is determined from the
solution of Laplace's equation. The local wave slope, 0, is calculated following the formulation of Medina2.

We obtain a means of updating 4' on the surface boundary by considering the unsteady Bernoulli relation.
For our problem, after transforming the time derivative of 0 from Eulerian to Lagrangian representation,
the dimensionless representation of this equation is:

DO 1 (V)0 - + -Lz (2)

where We = (pua)/u is the Weber number, Bo = (pga2)/o is the Bond number, and ic represents the
local surface curvature. Here p is fluid density, a is the radius of the orifice, a is the fluid surface tension,
and g is the acceleration due to gravity. The local curvature can be expressed in terms of first and second
derivatives of r and z with respect to the distance along the boundary (s). These derivatives are calculated
using centered difference formulas.
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Equations 1 and 2 are integrated using a fourth-order Runge-Kutta method. We employ a method to
dynamically modify the time step based on the surface velocities so that the time step s decreased if the
velocities become too large. In our method, no node is allowed to move more than a specified fraction of the
pid spacing every time step. The model includes a smoothing routine to eliminate 'sig-sa( instabilities
which can appear during long time interations. In addition, surface remeshing is employed at each time
stop to insure roughly equal node spacing along the free surface. Cubic splines are used to describe surface
gometry between nodes for the purpose of remeshinig. Note that the number of nodes changes dynamically
due to the alternating growth and "pinch-of processes occurring during the unsteady simulation.

Results - Finite Length Liquid Jet

At low velocities, the breakup of a liquid jet occurs in the "dripping flow" regime. In this regime, the gas
around the jet can be neglected, surface tension and gravity are the important parameters, and the droplet
diameter are larger than the orifice diameter. Since the jet breakup occurs near the orifice, we can use this
Sow to validate the orifice treatment in the present model. Wu and Schelly present experimental results
on the effects of surface tension and temperature on the dynamics of a dripping faucet 4 . Results indicate
chaotic and bifurcated (bimodal) shedding frequencies over the range 0.625 < We < 1.05 for the case where
Bo = 0.204.

Figure 2 presents our calculation of a typical time history for the droplet shedding process. As a droplet
is shed, a disturbance is sent upstream. The interaction of this disturbance with the orifice has been found
to be responsible for the chaotic/bifurcated behavior observed at low We values. Results indicate that the
finite-length treatment will be fruitful as we extend the model to the atomization regime in the coming year.

Figure 3 shows the droplet size spectrum as a function of the Weber number for conditions consistent
with Wu and Schelly's experiment. We note the chaotic/bifurcation behavior over a range 0.4 < We < 0.9
which is slightly lower than Wu and Schelly's result due to the stabilizing influence of viscosity in the actual

L Is on- ns. However, the general character of the map is reproduced using the BEM calculation. As We
(jet velocity) is increased, the jet breakup point reaches a location such that this disturbance has negligible
influence on the orifice and the chaotic/bifurcated behavior vanishes. Above Weber numbers of 1.4, the
model predicts a dramatic increase in jet breakup length, signaling the start of the Rayleigh breakup regime.

Nonlinear Model of Jet Atomization in Wind-Induced Regime

The "wind-induced' regime is characterized as a range of jet velocities (or Weber numbers) in which the
breakup of the liquid jet is controlled primarily by surface tension and aerodynamic interactions with the
surrounding gas. For relatively low speed jets, the most unstable wavelengths are longer than the jet radius
and surface tension acts as a destabilizing factor. This region is typically referred to as the "first wind-
induced" regime. As jet velocity (or Weber number) is increased, the most unstable wavelength decreases
to a value less than the jet radius, at which point, surface tension becomes a stabilizing influence and
aerodynamic interactions provide the sole destabilizing effect (second wind-induced regime).

For this calculation', we presume that finite disturbances, which are periodic in nature, are developed well
downstream of the orifice so that an infinite wavetrain accurately represents the evolution of the jet. Under
then assumptions, the domain for the calculation (and associated boundary conditions) are summarised in
Fig. 4. Here, Ol represents the velocity potential in the gas phase. The coordinate system is amsumed to
move with the liquid, and nodes are placed along the surface, along vertical planes at both ends of the wave,
and along a horizontal surface (in the gas) far from the gas/liquid interface. Liquid nodes are denoted "0r,
while gas nodes are denoted 'X" in Fig. 4.

At the interface, the Bernoulli conditions may be written:

- = I = so- 2 - s (3)
dOt 2e

where p1 is the gas pressure and c is the ratio of gas-to-liquid densities. We have validated a stable, accurate
procedure capable of treating the coupled set of nonlinear conditions (Eqs. 1 and 3) which hold at the
interface. We begin by integrating the first half of Eq. 3 to obtain new values of 4 on the free surface.
Solving Laplace's equation with this boundary condition gives the nodal velocities which in turn serve as
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boundary 1onditions for the Jolutiof V24e = 0 for values o Op on the surace. The gas pressure is then
obtained frm the second half of Eq. 3 by using the curet ## values to evaluate the time derivative. Nodes
wre moved to now locations via integration of Eq. 1.

Results - Wind-Induced Regime
Figue 5-6 mmatsc typical reslts g uing the model. In Fig. 5, the nonlinear distortio of the jet

surface under conditions consistent with the first wind-induced regime is illustrated at various times in the
breakup procm. This illustration depicts both main and satellite droplets (as noted by other researcher0-7

in the Rayleigh regime) forming under the selected wave number of 0.84. We calculate an overall breakup time
of 267.1 as compared to a value of 238.5 as predicted by Webera which indicates that the BEM calculation
predicts a greater breakup length than that of Weber. Since it is well known' that Weber's analysis tends
to overpredict the aerodynamic effect on instability, we see that the nonlinear BEM analysis provides a
corrctio (in the proper direction) to this H result.

In addition, we hav found that predictions of droplet sim (not shown) ae in good agreement with the
limited experimental datas in thi regime. Finally, the model is currently being compared to experimental
meamIemts of jet breakup length'. Preliminary results (not shown) indicate a substantial improvement
over the linear theory which tends to underpredict this parameter.

Figure 6 presents the nonlinear evolution of the jet surface for conditions consistent with the second
wind-induced regime. In this cae, the jet surface begins to take on a "spike-shaped' appearance with a
small fluid torus at the tip of the spike. As the spike becomes more pronounced, we expect flow separation
on the aft portion leading to a net pressure force (exerted by the gas) in the direction of the gas Bow. This
force will aid in shearing the torus (and a portion of the spike) off from the main body of the jet. Droplet
iss consistent with this process will delmad on the stability of the fluid sheared from the top of the spike.

It is likely that secondary collisions and coalescence are important in this regime due to the close proximity
of the satellite fluid to the main body of the jet.
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SUMMARY/OVERVIEW

A focused research program is conducted to investigate liquid-propellant droplet
combustion in supercritical forced-convective environments. The purpose is to establish a

I solid theoretical basis for enhancing the understanding of liquid-propellant droplet vaporization,
combustion, and dynamics at supercritical conditions, with emphasis placed on the effect of
forced convection. A variety of liquid propellants and propellant simulants, including
hydrocarbons and cryogenics, at both steady and oscillatory conditions are treated
systematically. The formulation is based on the full conservation equations for both gas and
liquid phases, and accommodates variable properties and finite-rate chemical kinetics. Full
account is taken of thermodynamic non-idealities and transport anomalies at high pressures,
as well as liquid-vapor phase equilibria for multi-component mixtures. Because the model
allows solutions from first principles, a systematic examination of droplet behavior over wide
ranges of temperature and pressure is made possible. Results not only enhance the basic
understanding of the problem, but also serve as a basis for establishing droplet vaporization
and combustion correlations for the study of liquid rocket engine combustion, performance,

I and stability.

i TECHNICAL DISCUSSION

Liquid-droplet vaporization and combustion in supercritical environments have long
been matters of serious practical concern in combustion technology, mainly due to the
nece sjty of developing high-pressure combustion devices such as liquid-propellant rocket
motors and diesel engines. Although several studies have been devoted to this problem, a
number of fundamental issues regarding the attainability of critical conditions and droplet
gasification and burming mechanisms at high pressures remain unresolved. Most of the
existing theories are based on certain assumptions and empirical correlations that are
extrapolated from atmospherical conditions, with their validity for high-pressure applications
subject to clarification. Furthermore, no unified analysis of the entire droplet history, in
particular the transition from the subcritical to supercritical state, was made. Almost all of
the models for supercritical combustion have assumed a priori that the droplet reaches its
critical state instantaneously upon introduction into a supercritical environment. Neither initial
heatup transients nor nonuniformities of liquid-phase properties are considered. In addition,
the treatment of transport properties and thermodynamic nonidealities is overly simplified to3 yield complete information. A recent review of this subject is given by Hsieh et al.[1J.

The physical model treated here is an isolated liquid-propellant droplet (or an array of3 droplets) when suddenly confronted with a supercritical fluid flow. The initial temperature of
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the droplet is subcritical. As the droplet is heated by the ambient gas, its temperature
increases and finally exceeds the critical point. Several important aspects must be noted
during this process. First, when the droplet surface approaches its thermodynamic critical
state, the difference in densities of gas and liquid phases becomes smaller. The characteristic
times of the transport processes near the droplet surface in both phases have the same order
of magnitude. Therefore, the transient effects in the gas phase are as important as those in
the liquid phase, and the quasi-steady condition may never be reached during the lifetime of
the droplet. Second, the latent heat of vaporization decreases to zero at the critical point.
Conventional low-pressure models may erroneously predict the vaporization rate if the
variation of latent heat with pressure is not properly taken into account. In addition, if the
droplet is moving, the behavior of liquid deformation and breakup may be altered considerably
due to the diminished value of surface tension. Third, at high pressures, effects of
thermodynamic non-idealitis and property variations play decisive roles in determining
transport properties and interfacial thermodynamic relationships. The solubility of the ambient
gas in the liquid phase increases with pressure, and the classical Raoult's law for ideal
mixtures is not applicable for phase-equilibrium analysis. One must develop a more
comprehensive model for vapor-liquid interface conditions in terms of fugacity. Finally, when
the droplet exceeds its critical state, it essentially becomes a 'puff" of dense fluid. The entire
field becomes a continuous medium, and no distinct interfacial boundary can be identified.

The primary purpose of this research project is to establish a theoretical framework
within which various issues of supercritical droplet vaporization and combustion can be
addressed systematically. Specific program objects are

1. to establish a complete thermodynamic and transport analysis for evaluating
propellant thermophysical properties over wide ranges of temperature and pressure,

2. to study liquid-propellant droplet vaporization, combustion, and dynamics in a
steady convective environment at supercritical conditions, and

3. to investigate dynamic responses of droplet vaporization and combustion to
ambient flow oscillations.

A brief summary of the work scope and progress made to date for these tasks is given below.

1. Evaluation of Fluid Thermoohvsical Prooerties

Thermophysical properties, including thermodynamic and transport properties, play
decisive roles in determining the droplet behavior [2,31. Unfortunately, no complete molecular
theories and evaluation techniques are currently available for thermophysical properties of
constituent species as well as mixtures at high pressures, especially in the near-critical regime
in which thermodynamic anomalies occur (a phenomenon referred to as critical enhancement).
During this report period, efforts have been continuously made to assess a variety of property
evaluation schemes and constitutive relations for both hydrocarbon and cryogenic propellants
at high pressures. Generalized correlations have been established and applied to the pressure
and temperature ranges of practical engine operations. In particular, asymptotic theories
based on scaled equations of state and universal power laws have been incorporated in the
treatment of critical phenomenon by considering the long-wavelength fluctuations of the order
parameter and of other relevant hydrodynamic modes of the fluid. This technique results in
the establishment of a unified scheme for evaluating fluid thermophysical properties over the
entire thermodynamic state, from compressed-liquid to dilute-gas state.

37



I

1 2. Sunercritical Droolet Vaoorzation and Combustion in Steady Convective Environments

A comprehensive theoretical analysis has been established to investigate droplet
vaporization and combustion at supercritical conditions. Calculations have been carried out
for hydrocarbon and liquid-oxygen (LOX) droplet vaporization and combustion under various
ambient conditions. The pressure varied from one to 250 atm, and the temperature from 500
to 2000 K. The initial droplet diameter ranged from 50 to 300 An. The effect of pressure
on droplet behavior was investigated in detail. Results from the parametric study are used to

develop correlations for droplet vaporization rates in terms of initial droplet diameter and
ambient flow conditions. This information can be easily incorporated into existing spray codes
for predicting liquid-propellant rocket engine performance and stability. Specific processes
treated in this task are

1. Complete time history of droplet gasification, including the transition from the
subcritical to supercritical state,

2. ignition and flame development,
3. droplet deformation, stripping, and shattering, and
4. dynamic loading (i.e., drag and lift forces) on droplets.

I Figure 1. shows a typical set of results for the combustion of LOX droplet in a supercritical
hydrogen flow, in which the instantaneous temperature contours in the field are presented at
six different times. The droplet Reynolds number and ambient pressure are 80 and 80 atm,
respectively. Ignition always occurs near the downstream edge of the droplet. The flame
then propagates toward the centerline, and simultaneously tears the gasified oxygen into two
fragments, with the downstream piece blown farther away from the flame zone.

3. Dynamic Responses of Droolet Vanorization and Combustion to Ambient Flow Oscillations

I The dynamic responses of supercritical droplet vaporization and combustion to ambient
flow oscillations are examined. The analysis extends the droplet combustion model
established for steady environments, and accommodates periodic pressure and velocity
fluctuations in the ambience. The oscillatory characteristics of droplet gasification and
burning mechanisms are studied in detail over a broad range of pressure. Results indicate that
the droplet response functions (both pressure- and velocity-coupled resJponses) increase
progressively with pressure due to reduced thermal inertia at high pressures, as shown in Fig.
2. Furthermore, a rapid amplification of droplet vaporization/combustion response occurs
when the droplet surface reaches its critical mixing point. This phenomenon may be
attributed to the strong sensitivities of latent heat of vaporization and fluid transport
properties to small perturbations near the critical point. Correlations of droplet response
functions are also established in terms of droplet and oscillatory flow properties, and can be
used effectively in liquid rocket engine combustion instability analysis.
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i SUMMARY/OVF1RVIEW:

The primary objective of the psnt research program is to provide a fundamental understsding of the
processes which control soot particle formation under conditions applicable to gas turbine engine operation.
Current effor emphaize laminar diffusion flames studies to elucidas the particle precursor, inception and
surface gnthi processes important in soot formation. During the pat year, using the extensive set of
measurements of the gas and particle fields which has resuted from thi research, a direct comparison with a
detailed soot formation model has been undertaken. Additionally, species concentration results obtained as part
of the present research effort have been used to established that soot surface growth in amiar diffusion fames
cesses due the depletion of the gas phase hydrocarbon species involved in the surface growth process and not
due to the loss of soot particle reactivity. By combining the measured temperature, velocity, soot particle and
species concentration fields, it has been possible to resolve the soot formation process along individual partice
paths Using this approach, conparms with results obtained from premixed flames show, for the codibons
observed in the preseant diffmin flame studies, that only a small reduction in surface reactivity would be
expected. Finally, a novel diagnostic technique, lesernduced icandescence, has been developed for soot
volum fraction aensremet ad applied to lamimr and turbulent diffusin flames a well as to hydrocarbon

droplet studies.

TECHNICAL DISCUSSION

The objective of the present research effort is to investigate the fundamental phenomena controlling soot
partickle fornmation and destruction in combustion systems. The emphasis and approach chosm for the present
studies are based on previous results which have proven the soundness of the methodology being utilized [1-5].
The present studies are conducted in wel-characterized laminar diffusion flames in which fuel constituents,
temperature, concentration and transport processes are systematically varied and/or measured.

Sp ia Concmaton and Soot Growth Measwvnems

Species concentrationm were obtained in an ethene/air laminar diffusion flame having a fuel
flow rate of 3.85 cm?/s. Although this flame does not emit soot particles from its tip, the peak soot volume
fractiom observed in the flame exceeds 10. Consequently, use of a novel electromechanical sonic microprobe,
previously developed at Pam State [6], is essential to achieving measurements in this fame. The major species
considered in the flame were N2, 02, C2%, CH4, H20, C0 2, H2, CA and Ar. Preliminaty measurements werealso obtaied for dicetene (CA)O ad benzene (c6%).

By combining the species concentration measurements with previously obtained measurements of the soot
particle, velocity and temperature fields, the soot formation and growth process can be followed along individual
particle paths. Figure I shows the evolution of the soot volume fraction and acetylene (C2 I2) concentration as a
function of time along the particle path containing the maxinmum soot volume fraction in the flame [7]. An
inportant point regarding this result is that the cessation of soot particle growth occurs at the location where the
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CA concentration reahs zero. Thus, it can be argued that the soot growth proces ceases due to the I
depletion of the surface growth species, not because of the loss of surface reactivity which has sometimes been
argued for premixed flame [8,91. Similar results have been observed for other hydrocarbon species which
could be important sur*e growth reactants such as benrue and diacetylene. Examination of other particle
pths has als shown similar results to thos illustrated in Figure 1 [7].

Further evidence that supports a mechanism in lamin r diffusion flames which differs from that dominant
in premixed flames can be gleaned by rxaminig the temperatures along these streamlines and using the results
of Dsch [81 and Woods and Haynes [9] to examine the decrease in soot particle reactivity. Equation (1)
expressm the decay in the reactivity of the soot suface as taken from Dasch [8]. The term kA, which was
determinm from Woods and Haynes [9], is the same term as a used by Dasch. I

k_ -A N,
_ N exp(-ot) (la)

a = 3.5 x 107 exp (-TM (lb)

While it may not be good practice to qp~iy the above formula for reactivity decay to non-isothermal flames,
there is insight to be gained by proceeding along this line of analysis. If the maximum temperature along the
streamline for the soot growth region (i.e., from initial detection of soot to the maximum soot volume fraction) I
is chosen, one can calculate a conservative estimate of the decrease in the soot particle reactivity along that
particle path. Table 1 shows the maximum temperatures and soot residence times along three particle paths in
the flame [7]. These paths correspond to the centedine of the flame, a path intermediate to the cnterline and
the path of maxinmum soot volume fraction, and the path ontainng the maxinum soot volume fraction. In
addition, the residence time for the centerline of a C.H4 flame discussed by Honnery and Kent [10] is also
tabulate and is about five times longer than any of the residence times observed for the present study. The
characteristic time, 1/a, for soot particle reactivity decrease is calculated using the activation temperature and I
expression of Dasch [8] (see equation (1)), since the result is more conservative than that of Woods and Haynes
[9]. The results wil! not differ appreciably since the activation temperatures differ by approximately 1%. The
fraction of initial reactivity that would remain when growth ceases is also shown in Table 1. The Arrhenius U
nature of the expression for the reactivity decrease can be expected to differ somewhat in the temperature range
observed in the present diffusion flame. However, Woods and Haynes [9] did not expect this effect to be
significant.

Using the temperatures and residence times from Table 1, the fraction of the initial reactivity available is
lowest, 0.61, for the particle path designated as the maximum soot volume fraction due to the higher tempera-
ture on this particle path. Furthermore, when the data from Honnery and Kent [10] is used along the centedine I
of their flame, this analysis yields a fraction of initial reactivity available at the end of growth of 0.91. These
values for the surface reactivity indicate that the continued growth of soot in diffusion flames to very long
residence times is not in conflict with the results obtained by others in premixed flames. Furthermore, these
calculations provide additional support to the interpretation that soot surface growth in laminar diffusion flames
ceases due to the depletion of gas phase reactants.

Modeling of Soot and Species is a Laminar Diffsion Flame I
A model of a laminar, ethene diffusion flame has been developed and compared with measurements as part

of a collaborative effort with Prof. I. M. Kennedy of the University of California/Davis [11]. A system of I
elementary reactions is used to describe the gas phase C, and C2 chemisty. The model incorporates a simple
description of the growth of soot which performs a good job of reproducing the amount of soot in the flame and
the transition from non-sooting to sooting conditions.

Figure 2 shows a comparison between measurements of the integrated soot volume fraction and acetylene
concentration and the model predictions [11]. These results indicate that the model does quite well in terms of
predicting the general profiles associated with both the soot particle and species concentration fields. Similar
agreement is observed for other species in the flame.
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I Laser-Induced Incandescence Measurmenms of Soot Volume Fraction

Lmer-induced icandescenoe (LM) involves the atuig of soot particles to temperatures above the
surrounding gas timpeniture due to the absorption of laser eegy, and the subsequent detection of the
blackbody radiation corresponding to the elevated soot perticle temperture. This tec hnique has recently been
used to obtain alally-resolved mmments of soot volume fraction in a rami diffusion flame, in which

c i with laser scattering/extinction data yield excellent agreement [12]. In addition, the LI signal is
observed to involve a rapid rise in intensity followed by a relatively long (ca. 600 ns) decay period subsequent
to the laser pulse, while the effect of laser fluence is manifest in non-linear and near-saturated response of the
LU signal with the transition occurring at a laser fluence of approximately 1.2 x 10' W/cm. Spectral response
of the LU involves a continuous spectrum in the visible wavelength range due to the blackbody nature of the
emission. Simultaneous measurements of laser-induced incandescence and light-scattering yield encouraging
results concerning the mean soot particle diameter and number concentration. Thus, LU can be used as an
instantaneous, spatially-resolved diagnostic of soot volume fraction without the need for the conventional line-of-
sight laser extinction method. The LU technique has recently been applied to turbulent ethene/air flames as well
as benzine and benzene/methanol droplet studies. The results of these studies have been encouraging regarding
the use of LU in unsteady combustion environments.
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FIGURE 1 Plots of soot volume fraction, fv, and the mole fraction of C2H2 as a function of
time for the particle path containing the maximum fv.
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FIGURE 2 Measured and predicted values for (a) soot volume fractions integrated across

the ethene/air flame as a function of nondimensional axial position and
(b) radial profiles of the C2H2 mole fractions at 7 mm from the fuel tube exit.
In these plots, D is the diameter of the fuel jet (1.11 cm).

TABLE 1 Data for calculation of particle reactivity decrease along several
particle paths

Particle Path Maximum Soot Residence Characteristic Fraction
Temperature (K) Time (sec) Time (sec) of Initial

Reactivity
Centerline 1439 0.017 0.196 0.92

Middle 1449 0.035 0.175 0.82
Maximum 1572 0.026 0.0518 0.61

Honnery and -1250 >0.2 2.11 0.91
Kent (1990)
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MODELING STUDY TO EVALUATE THE IONIC MECHANISM OF SOOT FORMATION

(AFOSR Contract No. F49620-94-C-0014)

Principal Investigator. H.F. Calcote

AeroChem Research Laboratories, Inc.
P.O. Box 12, Princeton, NJ 08542

SUMMARY/OVERVIEW

This research program addresses: (1) the nucleation step in the mechanism of soot formation
in flames, and (2) the mechanism of formation of the large cations observed in flames. The ionic
mechanism of soot nucleation is studied by computer modeling to evaluate its potential for
accounting for the experimental results. This involves the immediate task of developing a mechanism
for production of the large ions observed in flames. This requires development of thermochemistry
of large ions, development of a detailed mechanism with appropriate rate coefficients, and
examination of the theoretical basis of the Langevin theory of ion-molecule reactions when large ions
at flame temperatures are involved. During the last year, we improved the thermochemical and
kinetics data bases, improved and extended the correlation between model and experiment to ion
ms 301, C24H3 + . We also further explored the non-equilibrium nature of soot and acetylene
formation in flames.

TECHNICAL DISCUSSION

In extending the model to larger ions, the dominant role of temperature became increasingly
apparent The maximum measured flame temperature in the C2H2/O2, 2.67 kPa, 50 cm/s unburned
gas velocity that we are modeling, the standard flame, is 2,200 K It was of concern that to obtain
agreement between model and experiment we had to reduce the temperature profile from 0% at the
burner to 10% at the temperature maximum. At greater cation masses it became evident that even
a lower maximum temperature, 1700 K, was required to obtain agreement. Reaction rates also
seemed to be too fast: large ions were produced very early in the flame front. Reducing all reaction
rate coefficients by a factor of 100 gave some improvement, but confirmed the previous observations
that thermochemistry plays the dominant role in the mechanism. The premise of the model for ion
growth is that the chemiion, HCO+ , which is in great excess of equilibrium, continues to grow to
larger and larger ions by the addition of acetylene, diacetylene and other small neutrals. Thus large
ions cannot exceed the equilibrium concentration calculated from the experimental HCO+concentration.

HCO+ is not observed in these very rich flames because it reacts extremely rapidly to
produce I30 + , C3H3

+ and H5C6
+ [the order of C and H distinguish isomers] which are observed

experimentally. Thus to determine the extent to which equilibrium was attained in the model,
recognizing that odd carbon number ions and even carbon number ions are produced in parallel
paths, initiated by CH 3

- + and H5C6
+  respectively, -we calculated the pseudo-equilibrium

concentration of the large ions from the equilibrium constant with respect to C3H3
4 and H5 C6+,

using experimental concentrations of C3H3 +, H5C6
+ , C2 2 and H2. Because the free energy of

formation increases rapidly with increasing temperature, e.g., perinaphthenyl cation, Af G = 1059
and 1502 kY/mol at 500 and 2000 K respectively, the equilibrium concentration decreases with
increasing temperature. At the experimental maximum flame temperature, 2020 K, the experimental
concentrations of many of the ions exceed the calculated pseudo equilibrium concentrations. This
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cannot be true if our premise is correct, unless there is a mechanism for directly producing large I
ions, e.g., thermal ionization. However this raises the more difficult inverse question: how are small
ions produced from large ions?

Thus, for each observed ion, a flame temperature was calculated below which the
experimental ion concentration would be less than the pseudo-equiibrium concentration with C3H3

+

or t +. Some of the temperatures are very low, e.g., about 1750 K for Cl11H8H+ , CDH6H3+ ,
and C5- 10H+ . The flame code was run by fixing the maximum flame temperature at 1700 K The
results are presented in Fig. I in which the ratio of the maximum experimental concentrations to the

cac ed oncentrations are presented. Maximum concentrations are a good means of comparison I
because the calculated cation profiles parallel the experimental profiles and are simply displaced in
concentration. The agreement between model and experiment is generally excellent, except for

C14H + . Any ratio less than zero, i.e., the bar to the left of zero, could be adjusted by reducing I
the reaction rate coefficient, always an easy thing to do. In the current model, using 1700 K
maximum flame temperature, the experimental concentrations are less than the pseudo-equilibrium
calculations. Furthermore, the mole fractions calculated with the model are also less than given by
the pseudo-equilibrium calculations, indicating that equilibrium has not been attained. These
differences become very large, ratios of model to pseudo-equilibrium concentrations are 10-5 to 10"10
for large ions.

Why C14H7H4+ , protonated anthracene, is uniquely underestimated is not presently
understood. As suggested below, proton, hydride ion or hydrogen atom transfer between species may
be involved, but has not yet been incorporated into the mechanism. We have restricted the reactant
and product species considered to those which have been observed. Potential species resulting from
proton or hydrogen atom transfer have never been observed in flames The present mechanism
includes 35 ions and has been reduced to 103 reactions by including only those reactions which
contribute greater than one percent to the ion flux. These reactions were chosen from a data base
of 360 ion-molecule reactions and 30 ion-electron recombination reactions.

The major concern is the need to reduce the flame temperature to obtain agreement. The
following lines of reasoning are being considered: (1) The original premise is incorrect It is too
soon to reject a concept that seems to be consistent with a large number of facts, and were the
premise wrong, why can such good agreement be obtained by just altering the temperature; (2) The
experimental temperature is incorrect. This is reject because it cannot be incorrect by this large an
amount, (3) The thermochemistry may not be sufficiently accurate. The calculations are very
sensitive to thermochemistry and with a "maximum uncertainty of ± 25 kJ/mol in the enthalpy of
reaction" [Stein, 1983] and an estimated accuracy for entropies of reaction of ± 5 J/mol K [Stein,
1983] it offers an opportunity to improve the agreement. This has only been employed in one case
where there was a question of the degree of aromaticity (4) The ion concentrations may be off, as
they were very difficult to measure. We are examining this possibility. Our total ion concentrations
obtained by Langmuir probe were in agreement with total ion profiles in similar flames subsequently
measured by Delfau, Michaud and Barrassin (1979), and Homann and Stroefer (1983). Gerhardt
and Homann (1990) reported ion profiles in similar flames in which the total is about an order of
magnitude smaller than the totals referenced above. We are combining the two sets of data which
will lower our concentrations in the region of 200 u and increase them above about 400 u; (5) As
proposed by Stein [Stein; 1983] the observed ions are not the ions in the flame but ions which have
been formed in the sampling cone by addition of a hydrogen atom, where the gases are cooled by
expansion. This would not alter the original premise, but would complicate its interpretation by
adding a whole new set of reactions to the mechanism. The proposed new ions are more stable at
high temperatures. Thus, e.g., the C14H11

+ ion might be in equilibrium:

C14H0 H +  = C14H10  + H
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I for which Stem calculates an equilibrium ion ratio, Cj 4H10+/C1 4HoH+ of 1.8 and 550 at 1600 and
2200 K resetvely.

I Equililium calculations of soot, acetylene and other neutral and ion species are being
compared with available measurements of such quantities, Fig.2. One of the surprising discoveries
is that, with one exception, for all flames compared thus far, soot and acetylene concentrations are
in great exem of equilibrium and occur at CO ratios below where soot is expected to form. &L
for the widely studied standard acetylene flame, soot only appears where predicted byI thermodynamics, and is less than predicted by equilibrium. Acetylene concentrations exceed
equilibrium. Thus in most flames, soot exceeds equilibrium, in the acetylene flame it is Lm than
equilibrium.

Immediate future plans are to extend the model to C45H17
+ , mass 557. To do this we will

extrapolate the available thermodynamic data on large cations to C45H17
+ . The thermodynamic and

kinetic data necessary to incorporate hydrogen atom reactions, proton transfer and hydride transfer
reactions in the mechanism will also be developed and incorporated in the data base. We will also
search for a more typical sooting flame to study on which there is sufficient data, this will probablybe the benzene flame.

The following people have participated in this program: Drs. R.J. Gill, D.G. Keil, C.H.I Berman, AeroChem, and ProL F. Egolfopoulos, University of Southern California.

C3H3 +
C4H5 +
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HSC6+ -

C7H4H+ -
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C13H6H3+ -

C4H H -

CH10H 3 +
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I FIGURE 1 COMPARISON OF EXPERIMENTAL (EXP)au AND CALCULATED
(CAL CATION CONCENTRATIONS.
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DEVELOPMENT OF PREDICTIVE REACTION MODELS OF SOOT FORMATION

. (AFOSR Grant No. F4620-94-1-0226)

U Principal Investigator: M. Frenklach

Fuel Science Program
Department of Materials Science and Engineering

The Pennsylvania State University
University Park, PA 16802

I
SUMMARY/OVERVIEW:

I The ultimate goal of this program is to develop a predictive reaction model for soot formation
in hydrocarbon flames. The specific objectives of the current 3-year period are to attempt

I modeling of soot formation in environments closer related to practical combustors, like diffusion
and turbulent flames, and to undertake a theoretical investigation into the chemistry and physics
of soot-particle surface processes and their relationship to particle dynamics. During the past

I year, progress has been made in the following areas: (1) Computer simulations of the effect of
pressure on soot formation in laminar premixed flames were completed; (2) A reduced model of
PAH and soot formation in turbulent reactive flows was developed and applied to simulation of

I soot formation in natural-gas fueled diesel combustion.

TECHNICAL DISCUSSION

IPressure Effect on Soot Formation

The ability to predict soot formation at high pressures is of considerable interest because
most practical combustion devices operate at elevated pressures. The objective was to test
whether our recently developed soot formation model I is able to account for the formation of
soot in experimental 10 bar flames of Jander, Wagner and co-workers. 2 The computational
model consisted of the following principal processes: initial aromatic ring formation during small
hydrocarbon pyrolysis and oxidation, growth of planar polycyclic aromatic hydrocarbons (PAH)
through the hydrogen-abstraction-acetylene-addition (HACA) reaction mechanism, particle
nucleation through coalescence of PAHs into three-dimensional clusters, particle growth by
coagulation and surface reactions of the forming clusters and particles.

IA recently updated 500-reaction and 100-species mechanism was used to describe the initial
hydrocarbon pyrolysis and oxidation, and PAH formation and growth up to coronene. The PAH
growth beyond pyrene was described by a replicating HACA reaction sequence. The formation
of soot particles was assumed to be initiated by the coalescence of two PAH molecules. The
subsequent growth of soot particles proceeds through particle-particle and particle-PAH
coagulation and through surface reactions. Modeling of PAH growth beyond pyrene and of soot
particle dynamics was accomplished using the method of moments. 1 Particle coagulation was
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assumed to be in the free-molecular regime and surface growth was described in terms of
elementary chemical reactions.

Three 10 bar, burner-stabilized, ethylene-air flames were selected for the simulation. To
examine the influence of pressure on soot production, an I bar, burner-stabilized flame was also
considered. The kinetic model predicted reasonably well measured species concentrations. The
comparison of the computed and experimental profiles of soot volume fractions are presented in
Fig. 1. Inspection of this figure indicates that the shape of the experimental soot profiles for all
of the flames is well predicted by the model. The quantitative agreement was obtained by
adjusting a single parameter-the fraction of soot surface sites available for reaction.

An important feature of the present study is that the experimentally observed effect of
pressure on soot volume fraction is well accounted for by the model. Experimentally, Bonig et
al.2 determined in ethylene-air flames that the final soot volume fraction,f,, is proportional to
P 2 for P < 10 bar. Above 10 bar, the dependence of soot production on pressure weakens andf,,.
is proportional 3 toP. It was suggested3 that the weakening pressure dependence is due to the
increasing acetylene consumption by soot surface reactions, thus depleting the principal surface
growth species. Analysis of the computational results of the present study indicated that the
consumption of acetylene by soot particle surface growth is insignificant up to 10 bar. The
influence of pressure on soot production arises mainly from a larger concentration of acetylene at
high pressure, which affects both the soot surface growth and the nucleation of soot particles.

To understand the factors governing the observed pressure dependence of soot production,
the rates of nucleation, coagulation and surface growth of the soot particles were examined. As
described earlier, the present model assumes that the nucleation of soot particles is initiated by
PAH coalescence. Conseqiently, the nucleation rate depends strongly on PAH concentrations.
Inspection of the computed results indicated that the influence of pressure on the total
concentration, particularly on the concentration of acetylene, has the strongest effect on the
production of PAHs and hence on the nucleation of soot particles.

A secondary effect of pressure on the production of PAHs arises from the pressure
dependence of reaction rate coefficients. This pressure effect arises from the reactions whose
energized adducts undergo collisional stabilization. A test run under the conditions of a 10 bar
flame, but with the pressure-dependent rate coefficients set equal to those at I bar, resulted in the
peak concentration of naphthalene that is a factor of 4 lower than that computed with the rate
coefficients at 10 bar.

Reduced Model for PAH and Soot Formation

The entire reaction mechanism-from the initial hydrocarbon to soot particles--can be
divided into three parts, each reduced with a different method: small-molecule reactions
describing the main combustion environment and the formation of the first aromatic ring; its
growth to pyrene; and nucleation, growth and oxidation of soot particles. The former part, small-
molecule chemistry, is a subject of continuous efforts of the research community; and the latter,
particle dynamics, has been addressed by us previously using the method of moments. Here, a
reduced model for PAH formation and growth, the central part of the soot-precursor chemistry, is
addressed.
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Figure 1. Comparison of model predictions and experimental data3 for soot volumeI fraction in laminar premixed flames of ethylene.
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An analytical expression relating the concentrations of pyrene and benzene was developed
assuming a combination of steady states applied for the radicals and partial equilibrium assumed
for selected reactioc steps in the reaction sequence of PAH growth. The accuracy of this reduced I
model was tested by performing kinetic calculations on an individual fluid cell whose initial
conditions were typical of those producing soot in high-pressure turbulent combustion. The
results, shown in Fig. 2, indicate that the reduced model overpredicts the pyrene concentration in I
the beginning, but gets closer to it at times around 1 ms, the average cell reaction time. The
difficulty of obtaining a more accurate reduced model for the PAH reaction scheme resides in the
complex kinetic behavior of two- and three-ring aromatic molecules: they accumulate at first and I
then react at the later stages of reaction. A compromise solution was developed, which included
the biphenyl channel, whose importance is demonstrated in Fig. 2.
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I

0 ~I

ITII
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0.0 0.2 0.4 0.6 0.8 1.0

Time (ms) I
Figure 8. Calculated mole fraction of pyrene for the following initial conditions of a single

fluid cell: PO = 39 atm, To = 1954 K, O= 3.68, pyrene mole fraction 9.3x10- 12 .
a) Computed with the full reaction scheme for PAH growth. b) The same as (a)
but without the biphenyl reaction channel. c) Computed with the reduced model of
PAH growth.

REFERENCES

1. Frenklach, M. and Wang. H., Twenty.Third Symposium (International) on Combustion, The Combustion I
Institute, Pittsburgh, 1991, p. 1559; in Proceedings of the International Workshop on Mechanisms and Modelk of
Soot Formation (H. Bockhom, Ed.), Springer-Verag Heidelterg in press.

2. BOnig. NM, Feldernanan Chr., Jander, H., Leem, B., Rudolph, G., and Wagner, H. G&, Twenty-Third Symposium
(International) on Combustion, The Combustion Institute, Pittsburgh, 1991, p. 1581. I

3. BOhm, H., Feldermann, Chr., Heidennan, Th., Jander, H., Lilers, B., and Wagner, H. Gg., Twenty-Fourth
Sywposium (International) on Combustion, The Combustion Institute, Pittsburgh, 1993, p. 99 1.

51



I DEVELOPMENT OF A TECHNIQUE TO DETERMINE THE
MORPHOLOGY AND DYNAMICS OFAGGLOMERATES
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I SUMMARY/OVERVIEW

Agglomerated particulate structures of variable degree of complexity occur in
environments such as combustion systems, and atmospheric and colloidal
dispersions. In particular, combustion generated soot particulates have wide
ramifications in radiative transfer from luminous and pollution control. Yet there
are difficulties for a complete in-situ characterization of the agglomerate
morphology due to: a) lack of knowledge of the physiochemical properties of the
primary particles and b) suitable theoretical models for the data inversion. The
objective of this study is to remove these difficulties by developing both the
experimental and theoretical framework for determining the agglomerate
morphology and dynamics under in-situ conditions. Towards this end it has been

*[ shown that the agglomerated soot structures do not satisfy the reciprocity relations
* and an exact formulation has been developed for the internal field of an assembly of

particles which: (a) satisfies the energy conservation requirement (b) accounts for
self-contribution and multiple scattering field effects (c) is invariant to coordinate
transformation and is particularly useful for soot and/or other particulate
diagnostics at wavelengths UV. The new formulation results in 99% reduction in
computational demand. In addition experiments are being developed that allow in-
situ measurements of the anisotropic properties of the agglomerates along with the
generation of specific particles shapes such as straight chains.

I-- TECHNICAL DISCUSSION

There are two methods for the study of the characteristics of flame particulates: ex-
situ and in-situ. The ex-situ method, although simple to use, possesses disadvantages
because the sampling process perturbs the flow field, and the sampling probes may
not sustain adverse temperatures and/or reactive conditions. The in-situ technique
though more complex, can yield valuable information about the size and shape of theI particles. In this respect it should be noted that Jones formulation [1,2] for the
predictions of light scattering properties from assemblies of Rayleigh size particles
has been used by several investigators in recent years especially in the context of
analysis of scattering/absorption measurements from sooting flames. Because for
most sooting flames the primary particles are sphere-like and conducting, Jones
formulation was very well suited for data inversion [3-5]. Jones solution [1] has been
corrected for the appropriate representation of the complex refractive index of the
particles (6] as well as for the extinction efficiency factors [7]. In addition in the
course of this study it was demonstrated [8] that the agglomerated structures do not
satisfy the reciprocity relations and this provides an additional diagnostic tool both
for sooting flames and colloidal dispersions. In this study a detailed approach is
undertaken that utilizes Saxon's integral equation [91 to arrive at a general form for
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the governing equation of the internal field of an assembly of particles which
satisfy the Rayleigh approximation and the energy conservation requirement.
For an assembly of N small spheres in the Rayleigh approximation, Jones [1] obtained
a set of linear sitnultaneous equations in the form

NE~r)=€- Ei.(rl)+ET-7 7 (My)3T#E(rj) ()

These equations can be solved for the three rectangular field components (Ex, Ey, Ez)
of any particle in the agglomerate. This formulation has been utilized for data
inversion [3-51 and it has been generally assumed that the agglomerated structure is
randomly oriented with respect to the incident wave. This assumption makes it
necessary to perform computations of the respective scattering quantities over a
large number of orientations, typically 600 or more for a flame soot agglomerate [4],
and average the results. As the number of primary particles in the agglomerate
increases, this process becomes computationally cumbersome. To circumvent this
difficulty, let us rewrite equation (1) in matrix form, namely

ME = B, (2)

where M is a 3N*3N matrix, E and B 3N*1 matrices representing the unknown
internal field and the incoming wave, and N is the number of particles in the
agglomerate. Conventionally, this linear system of equations is solved in an
incident-measuring coordinate system, see Fig. 1. Instead let us fix the agglomerate
in the coordinate system (x',y',z'), which will refer to as: the structural coordinate
system. Then matrix M is invariant while B varies as the structural system (x',y',z')
rotates. By rotating the incoming wave instead of the agglomerate, we need to
establish M and solve its inverse matrix only once for a solution for the scattering
field matrix M needs to be set up and inverted only once instead of 100 times. This
reduces the computational demand by approximately 99 percent when solving for the
internal field. It should be noted that the selection of the structural coordinate
system is based on the invariance of the governing equation (1). Noting that T in
vector equation (1) must be a tensor let us consider the cartesian coordinate system
in Figure 1. A second order tensor satisfies the relation [10]

3 3
Ty=: .a.T' a - orT=AT'At  (3)

m=1 n=1

where Tij, T'mn are elements of tensor T under xyz coordinate system and the primed
system respectively, and aim, ajn are elements of matrix A. With this definition of T'
matrix a general form of the internal field equation is obtained [10]:

E(A)=Ei,, (A)+IAj'[-3+2i(kRA )2 
1 (kRA )]E(A)

+ E1 i(B )2 I(kR )TE(B),

The coefficients preceding E (A) on the right of equation (4) is the complete form of
self-contribution field term whereas the coefficients of TE(B) account for multiple
scattering effects. The scattered field from an adjacent sphere B may be shown to be

Eswat = (e- 1)(kRB) 2 j 1 (kRB)L-e
-  rk  (ee 0 -Deo), (5)
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I Using this form of the scattered field along with the definition of the scattering

cross-section it can be shown [10] that

I~x =j~J Ce - Ca + AZ~ji(X)Ie _ 12 ~]jjI Jx(F 0+2X2 ix(x)], (6)

where [F=(3-2iX2h1(x))] the extinction cross section Ce is given in accordance with

the optical theorem as

C= 4rR2ji(x)Im (e-1)7= E .E ] (7)

and the absorption cross section Ca is

Ca=4R 2 J (x)lrI(e-1)= jE2. (8)
j=1

When j, is approximated by kR/3 or x/3, equations (7) and (8) reduce to the more
familiar form of Ca and Ce.
A detailed comparison of the present solution with the original Jones solution [1], the
Purcell & Pennypacker (P-P) solution [11], its later development by Goedecke &
O'Brien (0-0) [12], and the Iksander, Chen & Penner (I-C-P) [13] solution in terms of:
(i) energy conservation requirement, (ii) self-contribution term, (iii) multiple
scattering factor, (iv) conformity to coordinate rotations, and (v) the volume ,,.ement
is presented in Ref (10]. The present solution degenerates into the I-C-P formulation
when j1 (x) is approximated with x/3; it further reduces to the G-0 formulation after
the self-contribution term is approximated to its third order and the P-P or the
original Jones solution if the self-contribution term is approximated to its first order.
In addition it was found that only the present solution and the G-0 solution satisfy the
energy conservation requirement. Specifically equation (6) reveals that the energy
balance will be violated if approximations of F0 (self contribution term) and j, (field
interaction term) are incompatible. Since a compatible approximation requires that
F 0 is two orders higher than Jl, the lowest order compatible approximation of jl

should be x/3 and F0 should be (i-X- 2j x3 ij) The (I-C-P) and the (G-0) results were

found to be within 1 percent of the exact result for Xp parameters up to 0.2 (Fig. 2).
For larger size parameters the differences become more pronounced. Considering
also that the I-C-P solution does not obey the energy conservation law, the third
order approximation of the general form should be used for primary particle size
parameters less than 0.15. For larger size parameters, higher order compatible
approximations of the exact solution or the exact solution itself can be utilized. Such
will be the case, for example, when the interaction of laser light in the deep uv part
of the spectrum (= .275 gm) is to be used for flame soot studies or similar applications
where the size parameters will be of the order of 0.3 or higher.

I b. Experimental
Experiments are being developed to allow the in-situ determination of the rotational
diffusion coefficient and aspect ratio of agglomerated structures. The experimental
set-up (Fig. 3) includes a CO-AIR flame doped with iron-pentacarbonyl Fe(CO) 5 vapor.
As may be seen from the attached electromicrographs the system produces chain-
like aggregates. Evident is the variability of primary particle size within a chain as
well as the distribution of the aspect ratio. Work is under way to determine the aspect
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ratio of the chain-like aggregates frora the rotational depolarized optical spectrum at
0.488 gLm.
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1 TRANSPORT PHENOMENA AND INTERFACIAL KINETICS

IN MULTIPHASE COMBUSTION SYSTEMS

I AFOSR Grant No. 94-1-0143

Principal Investigator: Daniel E. Rosner
High Temperature Chemical Reaction Engineering Laboratory

tDepartment of Chemical Engineering, Yale Unive sity
New Haven, CT 06520-8286,USA

SUMMARY / OVERVIEW

The performance of ramjets burning slurry fuels (leading to oxide aerosols and deposits), and gas turbine
engines in dusty atmospheres depends upon the formation and transport of small particles, often in non-isothermal
combustion gas boundary layers (BLs). Even airbreathing engines burning "clean" hydrocarbon fuels can experience
soot formation/deposition problems (e.g., combustor liner burnout, turbine blade erosion,...). Moreover, particle
formation and transport are important in chemical reactors used to synthesize or process aerospace materials (turbine
coatings, optical waveguides, ceramic precursor powders,...). Accordingly, our research is directed toward providing
chemical propulsion system and aerospace materials engineers with new techniques and quantitative information on
important particle- and vapor-mass transport mechanisms and rates. An interactive experimental/theoretical approach
is being used to gain an understanding of performance-limiting chemical-, and mass/energy transfer-phenomena at or
near interfaces. This includes the development and exploitation of seeded laboratory burners (Fig. 1), flow-reactors
(Fig. 5), and new diagnostic/characterization techniques (Fig. 3). Resulting experimental data, together with the
predictions of asymptotic theories, are then used to propose and verify simple viewpoints and rational engineering
correlations (Figs. 4,5,8) for future design/optimization.

I TECHNICAL DISCUSSION I RECENT RESEARCH PROGRESS

1. FORMATION, TRANSPORT AND STABILITY OF COMBUSTION-GENERATED PARTICLES:
SEEDED LAMINAR COUNTER OW DIFFUSION FLAME EXPERIM
Based on our recent measurements of the thermophoretic diffusivity of flame-generated

submicron "soot" particles using a TiC14(g)-seeded low strain-rate counterflow laminar diffusion
flame (CDF-) technique (Gomez and Rosner, 1993) we showed that a knowledge of the relative
positions of the gas and particle phase stagnation planes and the associated local chemical
environments, can be used to control the composition and morphology of flame-synthesized
particles. These factors will also influence particle production and radiation from turbulent non-
premixed "sooting" flames.

To obtain fundamental information on the nucleation, growth and restructuring kinetics of
flame-generated aggregates, during this past year we have exploited an improved "slot-type"
burner seeded with the TiO2(s) vapor precursor: titanium tetra-iso-propoxide (ITIP) (Fig. 1) to
carry out in situ measurements of aggregate dynamics and morphology evolution. For the latter
we use the morphology-insensitive thermophoretic sampling technique (Rosner, Mackowski andI Garcia-Ybarra, 1991) with carbon film-coated copper gridsto extract aggregates from various
positions in the seeded-CDF for morphological analysis using transmission electron microscope
(TEM-)images (Fig. 2a). Aggregate data obtained from CH4 flames seeded with TiP- vapor areI now being obtained and analyzed using the theoretical methods briefly outlined in Section 2.
Apart from characterizing thefractal dimension, Df, of aggregates sampled from various points
within the CDF, we are currently examining the distribution of the angles between triplets of
primary particles, based on their projccted TEM images. When corrected for the fact that the
centroids of the particles comprising the aggregate are not all in one plane, we believe thesehistograms will be useful to characterize the degree of aggregate restructuring of moderate sizeaggregates in high temperature flames (see Section 2 and Cohen and Rosner, 1993,1994).

m t AFOSR Contractors' Mtg: Propulsion/Airbreathing Combustion, June 8-10, 1994, Tahoe NV
t For research collaborators consult REFERENCES
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2. TRANSPORT AND RESTRUCTURING PROPERTIES OF FLAME-GENERATED
AGGREGATES: THEORY
The ability to reliably predict the transport properties and morphological stability of

aggregated flame-generated particles (carbonaceous soot, A120 3, SiO2,...) is important to many
technologies, including chemical propulsion and refractory materials fabrication. Needed are
methods to anticipate coagulation and ultimate deposition rates of suspended populations of such
particles in combustion systems. Toward this end we are developing efficient methods for
predicting the transport properties of large 'fractal' aggregates via a spatially variable effective
porousity pseudo-continuum model . Since "young" small aggregates are frequently "stringy"
(fractal dimensions much less than 2) we are also introducing an aggregate statistical
characterization based on the pdfof angles between triplets of primary particles (Fig. 3 a,b), and
developing methods to predict the evolution of such pdfs due to the restructuring mechanisms of
Brownian motion, surface energy driven viscous flow, and/or capillary-condensation (Cohen
and Rosner, 1993,1994). Indeed, these factors determine the observed size of the apparent
"primary" particles comprising soot particles, and the "collapse" of surface area observed in some
high temperature systems.

These new methods/results, together with our recent estimates of the spread of aggregate
sizes in coagulating populations, are now being used to predict particle capture rates on solid
surfaces by the mechanisms of convective-diffusion, turbulent eddy-impaction, and
thermophoresis (Rosner, Tassopoulos and Tandon, 1993,1994). Also under development are
methods to predict interactions between aggregates and their surrounding vapor environment---
interactions which can lead to primary particle growth, or bum-out. Toward this end, we have
also developed new and efficient methods to predict the "accessible surface area" of populations
of aggregates (expressed as a fraction , ilpo, of the true total surface area in Fig. 4), including its

dependence on mean aggregate size (N) , probing molecule reaction probability ac, and pressure
level (via Knudsen number based on primary particle diameter) for aggregates of a prescribed
structure (fractal dimension, Df). Figure 4 shows the results of applying to a log-normal
population of aggregates our "effective Damkohler number" correlation approach to calculate rj
for each individual aggregate (Rosner and Tandon, 1994) in the population.

We are now carrying out theoretical studies on the structure of thin reaction-nucleation-
coagulation 'sublayers' within laminar mixing- and boundary- layers (Fig.7 below), including
stagnation flows similar to those achieved in our counterflow burner (Fig. 1) and CVD-
impingement flow reactor ( Fig. 5 ).An account of our recent studies of the unusual population
dynamics of coagulating absorbing-emitting particles in strong radiation fields will be found in
Aerosol Sci. Tech. (Mackowski et.aL, 1993). For a useful overview of our work on these and
other effects of energy transfer on suspended particle dynamics, see our IEC-Research paper:
Rosner, et. al., 1992.

3 FORMATION KINETICS AND MORPHOLOGY OF CVD-MATERIALS: THEORY OF MULTI-PHASE
WITH NUCLEATION, GROWTH AND THERMOPHORESIS
A small impinging jet (stagnation flow) reactor (Fig. 5) has been used to study the

chemical vapor deposition (CVD-) rates of refractory layers on inductively (over-)heated
substrates in the presence of complicating homogeneous reactions of the vapor precursor. These
measurements are being used to understand deposition rates and associated deposit
microstructures observed in highly non-isothermal, often particle-containing local CVD
environments. Figure 6 shows (logarithmic ordinate) our apparent deposition probability vs.
reciprocal surface temperature for TiO2 (s) films obtained from TTIP(g) over the broad surface
temperature range: 600-1600K. A mathematical model incorporating finite-rate reagent depletion
near the hot surface captures the experimentally observed deposition rate trends (Fig. 6; curve
marked Damhom =Ahom8 2/D- 8.7x10 4). A more detailed mathematical model (Tandon and
Rosner, 1994) tracks the size distributions of nucleated particles within such BLs (Fig. 7),
including the particle+vapor "co-deposition" rate at the surface y=0.

Missing from previous predictions of film deposition rates has been essential information
about deposit microstructure and ancillary thermophysical properties. Toward this end we have
investigated the possibility of a rational correlation of vapor deposit grain densities based on the
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notion that close-packed dense deposits should be possible only when the characteristic time for
adatom(molecule) surface diffusion is short compared to the time for surface reaction and
"burial". Our preliminary results (Fig. 8; after Kho, Collins and Rosner, 1994) are encouraging
and the addition of further relevant characteristic times to our scheme may open the door to the
corelationf anticipation' of other important deposit characteristics.

CONCLUSIONS, FUTURE RESEARCH

In our 1993-1994 OSR-sponsored Yale HTCRE Lab research (briefly described above, and in greater detail
in the archival references cited and updated below) we have shown that new methods for rapidly measuring vapor-
and particle-mass transfer rates , combined with advances in multiphase transport theory, provide useful means to
identify and incorporate important, often previously neglected, transport phenomena in propulsion/materials
engineering design/ optimization calculations. As indicated in Section 2, we are now extending our work on
transport effects involving aggregated particles to include their stability (with respect to high temperature
restructuring, leading to a loss of surface area). For this purpose an improved CDF burner has been employed (Fig.
1), along with supplementary optical and thermophoretic sampling/TEM diagnostics (Figs. 2,3). These techniques,
together with closely coupled theoretical calculations of particle birth/dynamics in mixing/boundary layers (Fig.
7), promise to lead to a valuable understanding of combustion-generated ultra-fine particles and films (including
their deposition or erosion (Rosner and Tandon, 1994, Kho, Rosner and Tandon,1994)).
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SUPERCRITICAL DROPLET BEHAVIOR

AFOSR Task 2308AP

Principle Invatknol D.G. Talky

Combustion Branch, Fundamental Technologies Division
Propulsion Directorate

OLAC Phillips Labomtory
Edwards AFB, CA 93524-7660

Sumuary/Ovrview:

The objective of this research is to explore the transcritical behavior of vaporizing and burning
droplets. By this is meant the behavior of droplets injected at supeictical pressures but initially at a
subcritical temperature, which then undergo a transition to a superritical state as they are heated in a hot
environment. An experimental approach is taken using a free droplet technique, whereby momodisperse
droplets are studied as they fall freely in a pressure chamber. At present, Raman visualizations of LOX
droplets falling in a high pressure shock tube are being performed. The goal is to measure velocity fields
and temperature and species concentration profiles, measurements that have not previously been available.
In addition, a simple way to simulate the deformation and breakup behavior of zero surface tension
droplets has also been explored, in which one liquid is injected into another miscible liquid. The resultsconfirm that breakup regimes of zero surface tension droplets depend on the Reynolds number.

Auhors: D.G. Talley, R.D. Woodward, and J.C. Pan

Technical Discussiom:

Reducing the cost of future Air Force rocket and airbreathing propulsion systems requires an
improved understanding of combustion fundamentals. In large rocket engines, for example, an error of
even a fraction of a percent in predicted combustion efficiency can magnify into a change in payload
capability worth millions of dollars per launch. Saving the necessity for even one engine test during
engine development can be worth many hundreds of thousands of dollars. Needs exist to better understand
and predict mechanisms leading to combustion perfomance, chamber wall and injector faceplate heat
transf, and combustion instabilities. This is particularly true in high pressure systems which exceed the
critical pressure of the propellants. In many cases the fuel or oxidant (liquid oxygen in rocket propulsion
systems) is injected at supercritical pressures but initially at a subcritical temperature. The propellant then
undergoes a transition to a supercritical state as it is heated and burned in the combustion chamber-the
so-called transcrifical process. Compared with the analogous subcritical case, transcritical and
superAitical injection and combustion remains relatively poorly understood.

Droplets remain the simplest and most easily studied of spray systems, and despite the added
complexities of full fledged sprays many of the interfacial transport and breakup mechanisms applicable to
them can be understood from single droplets. The goal of this work is to better understand these I
applicable mechanisms for transcritical spray injection, through a better understanding of droplet

pocesses. There are a number of differences from the subcritical case that need to be addressed.
Gas/liquid density ratios are near unity, so the quasi steady gas phase assumption commonly employed in
subcritical studies is no longer valid. The equilibrium "wet bulb" condition may also not exist. Thus
tanscrifical droplet vaporization/combustion is a fully unsteady phenomenon. The computation of
properties becomes significantly more complicated in that properties such as diffusion coefficients become
functions of pressure as well as temperature, and the solubility of the gas phase in" , uid phase
increases significantly. The latter effect can mean that the effective critical pssure of th,- - mixture
can be several times the critical pressure of the pure phase. Other property anomalies can Lo singular

61



I

I behavior new the critical condition. For instance, the burning rate has been observed to reach a maximum
new the critical pressure, and the potential to couple with combustion instabilities may be increased. The
surftce tension also vanishes, potentially leading to significantly different droplet deformation and
breakup mechansms. These latter mechanisms can be particularly important becase they have a direct
effect on mixing.

Past experimental studies of transcritical droplet processes have been mostly limited to gkal
Smeasurements such as the variation of droplet lifetimes and burning times as a function of presure [141.
While useful, these provide an incomplete picture of the transport and breakup mechanisms that can
contnbute to mixing and the potential to couple with combiustion instabilities. On the other hand, the
theoretical understanding of transcritical droplet vaporization, combustion, and breakup has advanced
significantly in recent years due to the introduction of new models [5,61. However, these remain
unverified experimentally. The objective of this work is to provide detailed measurements of transcritical
droplet flow fields and temperature and composition profiles that can be used to validate these models, as
well a to develop semi-empirical correlations for direct use in comprehensive engine design codes. These
measurements will be performed both in quiescent environments and in the presence of acotstic

i disturbances rep ntative of combustion instabilities.
2=eneration and Diagnostics

Detailed measurements of droplet flow fields and temperature and composition profiles are believed
to be feasible through a combination of 1) precise control of the droplet generation process to achieve
repeatable, monosized droplets, and 2) incorporation of "drop slicing" [7 and other innovative droplet
diagnostic techniques that have recently been developed. Progress in these two areas is summarized below.

Since the primary application at the Phillips Laboratory is rocket propulsion where the transcritical
fluid is liquid oxygen, a piezoelectric droplet generator has been developed which is capable of producing
a monodisperse stream of cryogenic droplets at high pressures. As of the date of this writing, the generator
has successfully produced monodisperse streams of liquid nitrogen and liquid oxygen droplets in an
acoustically excited Rayleigh breakup mode at pressures to 700 psi. Extension to higher pressures is in
progress, and will be reported at the meeting. The generator has also successfully operated in a drop-on-
demand mode for hydrocarbon and water droplets at atmospheric pressure, but the severe heat transfer
environment has so far precluded operating in this mode with cryogenic fluids. Drop-on-demand
operation at elevated pressures has not yet been attempted for non-cryogenic fluids.

Advanced droplet diagnostics have been under development for a number of years under AFOSR and
Phillips Laboratory funding by several researchers [7-9]. TNese nave been limited almost exclusively to
subcritical droplets. Application of these and other tec-hniques is currently being evaluated in a
collaborative effort with the United Technologies Research Center. Promising candidates will be further
exercised at the Phillips Laboratory. At present, Raman imaging appears attractive at high pressures due
to the increased signal from the high molecular number density, and can potentially provide both species
and temperature measurements. Raman imaging of LOX droplets at high pressures is currently being
performed in the UTRC shock tube facility by one of the authors (Woodward). Results will be reported at
the meeting.

Deformation and breamu of zero surface tension fluid particles

As mentioned previously, deformation and secondary breakup of droplets contributes directly to
mixing. Understanding this process for transcritical droplets as the droplet surface becomes critical and
surface tension vanishes is one of the important unknowns to be addressed in this work. In parallel with
the above experimental effort, an extraordinarily simple and inexpensive way to produce zero surface
tension droplets in simulation of transcritical droplets has also been explored. The results are summarized
below. First, however, some theoretical considerations will be presented. In view of the highly
nonspherical shapes of zero surface tension "droplets," they will hereinafter be referred to as "particles,"
while the surroundings will be referred to as the "fluid."

I
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Deformation and breakup of particles is largely characterized by the following primitive variables: the

fluid and particle dersitiesP and P (the subscript "p" refers to the particle and a lack of subscript refers

to the surrounding), the fluid and particle viscositievP and UP, the particle size D, the paricle-fluid
relative velocity V. the particle acceleration a, and the surface tension a. These are typically grouped into
the Following five dimensionless variables

Density ratio: D-PP /P  (1)

Viscosity ratio: Vr=-'P /  (2)

Weber number. We = pLV 2 la (3)

Ebtvos number. Eo = apD 2/a (4)

Reynolds number Re = pVD I p. (5)

t h e nube, Oh = p I(p,D) 2 can be used in place of one of these

number, but not in addition to them in view of the relationship We = [DrRe 2 ]0h2. As surface tension
vanishes, both We and Eo, as well as Oh, become infinite, and these numbers no longer become useful
The effect of acceleration is then more effectively described by taking the ratio

Eo/We = Dr(aD IV 2) (6)

where the number aD /V 2 is a ratio of hydrostatic forces in the droplet caused by acceleration to the
dynamic pressure, and to our knowledge has been given no name. When particle acceleration is not
important, this number becomes zero, and deformation and breakup behavior should depend only on the
Reynolds number and the two property ratios. This makes sense, for as defined here the Reynolds number
is the ratio of the inertial forces, which tend to cause defomation and breakup, and the particle viscous
forces, which tend to resist. Some experimental evidence exists that this is true. According to the
relationship preceding eq. 6, a constant Reynolds number should be represented as straight lines with
slope 2 on a log plot of We vs. Oh. The high Ohnesorge number data ofHsiang and Faeth [10] approaches
this slope, which could be interpreted to imply that in the limit of zero surface tension breakup regimes
can be determined by the Reynolds number and density ratio alone. To our knowledge, this hypothesis has
not been suggested before, but little experimental evidence besides that of Hsiang and Faeth has so far
existed to validate it. In the transcritical regime where Dr - 1, deformation and breakup should in fact
depend only on Re and possibly the viscosity ratio Vr.

To provide further evidence, a simple way to produce zero surface tension particles is suggested in
which a fluid particle is injected into another fluid with which it is miscible. Surface tension is caused by
an asymmetry of molecular forces at a surface over a distance of a few molecules (11]. As initially
separate miscible fluids begin to co-dissolve into each other, the gradient between the two rapidly flattens
over many thousands of molecules, and the "surface," along with the surface tension, is effectively
destroyed. Fortuitously, such a system has other similarities with transcritical droplets as wel. For
instance, liquid densities simulate the densities of high pressure fluids, and miscible liquids can easily be
found where the density ratio is near unity. Additionally, the co-disrlving effect may also simulate the
high solubility of the gas phase into the liquid phase as the critical point is reached. On the other hand,
transpor phenomena may not be well simulated, but this should not be relevant to the purely kinematic
behavior of deformation and breakup, as long as these occur faster than transport time scales.

Visualizations were performed of simple sucrose solutions in water, where the sucrose densities were
slightly greater than the water so that the sucrose particles would fall. Reynolds numbers were varied by
initially diluting the sucrose with small amounts of water, thus changing the viscosity. A dependence of
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I thm twakup regim on the Reynolds nmnber was confirmed. Highly viscous particles were observed eD
initially flatten into pancake shapes as they fl.Eventually, as water became dissolved into the particles
and viscosity was reduced, die particles appeared so suddenly breakup into a small number (<5) of smaller
globule. as in a bifurcation C'n-furcation"). This appeared to be dum to some fluid dynamic instability.
Further down, thm small globules would similarly boeak down into even smaller globules in a manner
which suggess fractal behavior. LAss highly viscou particles would "n-furcas" more quickly, and
possily into a larger number of globules. The net effect was that highly viscous zero surface tension
particles tended to behave particle-like, maintaining their coherence with relatively higher terminal

vocte.Lens viscous particles dissipated rapidly, with correspondingly slower terminal velocities. In
application one would expect the latter to be better mixers.

Fue wok
Operauti of the monodisperse droplet generator to produce transcritical droplets to 2000 psi shuldI be feasible within the next few mnxths. The initial focus ove the next yea will primarily be on steadly

coindition. However acoustically pertiurbed measurements are eventually planned using a high pressure
picsoelectric acoustic driver (UM~C will separately be performing shoack tube experiments).

Measremntsof the velocity fields and temperature and composition profiles of transcritical droplets will
be made using Raman imaging. Other diagnostic methods will also be explored. Emphasis will be placed
on determining how interfacial behavior affects brekup and vaporization. lFinally, the analog with
miscible liquids will be fusrther explored.
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COM~O WBMPM~GMOF IMPORTANCEI
TO LQUID PROPELLANT ROCKET ENGIES

AFOSR GEMn No. 91-0336

PtdmdloIveustors RJ. Samsoro and W.E Anderson

Propulsion Engineering Research CenterI

Dqwumt of Machical Engireaing
Thbe Pennsylvania Stans University

University Park, PA 168M2

SUMMARYIOVERVIEW:
ibe performance, heat transfer. and combustion stsbility danerstics exhibited by liquid ~r

cozmbos am largely dictatd. by the infector design. Studie of implnguag jet, swi coaxial, and shea coanil
injectr 1Melements noed for liqd-liquid liqud-ga and Vs-gs propeaM injction I 1 11 "e a comprehensive

researcheffort undraken at Pami St to develop a detailed undetading of commnon injeclor element tyme
thugh eP Prination and analyuis. The results of this veswdab will provide a bads for the development of
advanced coinbussor desig analysis models that an accurwely predict doe ijaexs geometric and operational edcrs
Under the present AFOSR support , studies of swirl coaxial and impinging jet injece elements have beow udertm
fur liquid-ps and liquid-liquid. applications, and have focused on their pamnary atomindon and spay formation
proeses uder bodi cold-mad combusting-flow conditions. Pfogress made over the last, yew rield to these

mpgigjet and swirl coaxial injecior studies is described in more dail below.

TECHNI1CAL DISCUSSION:
West to, date on impinging jet inject=r has strongly suggested that combustion stability an oten be

diectly related to the periodicity of primafy ameomn The appearance of waves nes the izupingernen point that
eventualy lead to periodic breakup further suggests th0aatisuctios between jet flow instabilities in the stagation
negon may be a root cause of comustion instability. Studies are underway to provide conclusive usiato
regarding this mechanism of combustion istability.U

Previous wait aspart of this reseof I efort on impiging liquid jets inclue mseasurements of fan breakup
lengU drop so and aurfac wave and persoic ligaint fboumato Phenensem tidrcold-flow, mopei

--R angle, impiugemuest length a"L jet flow condition (turbulent or larniuur), ad jet velocity. In
sunanay, the moks indicasd tdot --- ybakyo mu~in impinging jets bs closely relaed to wave-like
disturbances famsed very wear thdo ipn point. The distnc between these disturbances was linearly

deednan jet ftaser and was relaively independent of jet velocity. These Ihrc sisaecnimwt
V n tceas whereby long wave helical distmouces on the jet are Vazamitted so the fan surfasce. Ina stability analysis
of long wave dNouuae I on aa Jdicaft do the fastest growing helical disturbance has a wavelength of about ten
tines the jet dionea and is independent of jet velocity; ptedominant observed disturfbances on the sheft feared by
the impign Jets exhibised wavelength of about two - five jet diamueters.I

Work over the post year las concentouse on fan breakup length and drop size measurements under high
pressare and oscilbucy, ypess-re conditions and development of a priary atomization model for impinging liquid
jets. The high-pesaxe acoustic chaber used in the coldt-flow charact erization test has interior dimensions ofI
0254 m in width, 0.305 min height, and 0.102 m in depth. Plexiglas wails allow optical access into the chamber.
Maximum operating pres= is 1.03 MP& (150 psia). A compression driver attached to a chamber side wail is used
to drive the first (MW), second (2W). and third (3W) resonant modes in the 0.254 mu widt dimension Frequencies
on the arder of 1000 hercr, typical of rocket combustion instaiiis, are driven a amplitudes up to 4% of chamberI
pressure. The impingig jet injcto element fits into the cente of the top plate of the chamber, enabling evaluation
of velocity-coupled effects- for the 1W and 3W modes and evaluation of pressue-coupled, effct for the 2W mode. TO
date twist-(knlled injector (L0Idcr=1O; Luvdo=-14) has been used in this chamber. Jet Reynolds numbers have
ranged from. 3420 to 17000 (3.4 .dj<cl7 m/s), and chamber pressures have been varied from atmospheric to 915 kPa.

The breakup length, Xb/O, obtained from insantaneous images of the impinging jet spray
with a solid state CID camera is plotied, as a function of Weber number (We = piU 2dota) and chamber pressure in
Ftgure 1. Each symbol represents an average breakup length fronm 17 measurements. Also shown inothis figure isI
the bueakup length data for a 1.02 mm diuner, Lld 0=S-0 precision-bore glass tube set of impinging jets. At
atmospheric conditions, there is litle apparent difeence between the breakup lengt measured for the long orifice,
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logig impisgegnt gas ue aid the shorte onfice, shorte impingement leghtwist-rille iiector.

measumemof breakup length televaleddh phnbr essures for jetvelocties greater thun about 10 isncthItorbim a ure of the knmgig Jet spray and window-wettig lead to low contras mges. Ila effect of the d
chaber resonant modes an breakup length Us shown in Figure 2. In all cases, the breakup lengt is essentially
independent of Weber umber. Shorter breakup lengths were observed for the sheet in the presnc of the 1W aid
3W modes than for eidthe i escesi cow or the cue where the 2W moewas present ie2e results suggest thatI oscillating velocity effcts wre greater than oscillatg pressur effects on breakup length. Drop size measuremnts, in
this chamber are underway, but difficulties; apparently related to recirculation zones within the cmbrthat aid to
trap small drop result in erroneous measured uim distrlbuticu are hindering progress.

Modeling PeOnb-s in the pan year hane centered on the use of a finite difference Navier-Stokes code to
investigate the effects that spatial and temporal jet flow oscillations have on the primary breakup of the impingig
jet fan into ligaments. Directly opposed jets are chosen for study to simplify the analysis. Repmesentative
comiptational results showing the free surface contour maps ame illustrated in Figure 3. Spatial and temporalI disturbances were inposed on the jets as boundary conditions. Ile cues presented includ imposed simsoidal

disurancsof 500, 1000, and 2000 s-1 on each jet that are 180D out of phase with each other. Tis wock is
ongoing. The results of planned cold-flow experiments that focus on the impigement region will be used to help

deiea new analytical approach that will be undertaken in th fuur.

LOwpa il dc e n der ighpesuea obsng-floy c oniioi i pi caly-m buatcostor
atteConabustiron ei aoam CL.1 oainadeteto h iudoye LX pa w

aid intact LOX sheet have been grossly determnined. Because the swirl element provides superior atomization d
mixing, aid is less well understood than a shear coaxial element, its characeistics, are being closely deailed. Figure
4 (left) shows the wate spray fanned by a swirl coaxial injector element with a coflowing gS. Figure 4 (right)
shows an image of the comibusting LOX spray using the samte izjector used in the cold-flow studies. MeasurementsI of the drop size distribution and of the location of the LOX spray are also being made to provide information related
to asoiation and mixing.

The ability to use oxygen as a working fluid is an important feature of future SSTO rocket propulsion
system. This includes the use of oxygen-rich preburners (O/F mass rauo>l00) in staged combustion propulsion
systms. The enhianced spray formation and drop dispersion resulting from the swirling action of the LOX leads to
improveet in ignition and fame stability, leading to t ability to operate the swirl coaxial element at vey high
LOXUH 2 mass ratios. Figure 5 is a plot of the characteristic exhaust velocity efficiency versus 0AF mass ratio
obtained in an optically-accessible combustor at the CCL using the swirl coaxial injector shown in Figure 4. In allUtests, ignition occured readily and stable combustion was observed. iee eults rm -imestudies,

Interests for Prebiuner designs.
Based on these results future work will emphasiz high-pressure conibusting-fiow studies of both

impinging jet and swirl coaxial inecor. Compiaatve work will also be intitiated on gas-gas injectors. This work
will build on current experience at Penn State with shear gas-gas coaxial injectors.2 Work on the swirl coaxial
inlector will also be compared to ongoing studies of shear coaxial liquid-gas ijectors.3 With these Objectives in
mind, wrsain experimental capabilities have been Improved. Liquid hydrocarbon fuel test capability foir impinging
jet combusting-flow tests was added to the Cryogenic Combustion Laboratory (CCL). A high-pressure, optically-
accessible conmbustor in which oscillating piessure fields can be generated has been designed to enable experimentalI studies, under simulated combustion instability conditions at the CCL. A short orifice (1.0/d6=5), short
impingement length (Lmp/dw-5) injector that matchies, practical injector designs has been fabricated for od-flow
cIaractrization prior to its use in the combustion instability chamber and is presently being tested.

1. Ryan, KLM., WYE. Anderson, S. Pal and R.J. Santoro, "Atmization Characteristics of Impinging Liquid Iets,"
AIAA Paper 93-0230,31st Aerospace Sciences Meeting, Reno, NV, January 11-14, 1993 (accepted for publication by
Journal of Propulsion and Power, 1993).
2. Moser, MD., JJ. Meremuch, S. Pal and R.J. Santoro, "OH Radical Imaging and Velocity Field Measurements in
a Gaseous Hydrogen/Oxygen Rocket,' AIAA Paper 93-2036, 29th AIAA/SAEIASMEIASEE Joint Propulsion
Conference, Monterey, CA, June 28-30, 1993.
3. Pal, S., MD. Moser, H.M. Ryan MiJ. Foust and RIJ. Santoro, "Flowfield Characteristics, in a Liquid PropellantI Rocket- AIAA Pae 93-1882,29th AIAA/SAE1ASMEJASEE Joint Propulsion Conference, Monterey, CA, June
28-30, 1993.
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Figure 3. Comour maps of the free surface formed by two opposed liquid jets. Jets enter from the top (y=5 mam)
and bottom (y-O um-) of the computational domain and form a radial sheet that has a thim crss section with
increasing radius. Intial mean jet velocity is 10 m/s; initial jet diuameter is I m. Impinging jets shown in (A) have
steady inlet conditions. Jets in (B), (C), and (D) show effects of spatially sinusoidal velocity fluctuations at 500,
1000, and 2000 s-1, respectively, imposed at the jet inlet. The amplitudes of the velocity fluctuations are 5% of themean velocity.

L 67 I



Figure 4. Images of Swift Coaxial injector sprays. Instantane image on the left is of the near injecto spray
Ifiowfied unftrnon-combustig condition. Water and air am used as shalam . Water flow isO.21bs issuing

fromte 3.3 nun dimeter post, and air flows tbrogh the 1.4 mn smitl a p. The image on theright is of the
ooboig spray f'ormed by the samne injector shown on the left. W'mdow dtaerm is 50.8 ram. Propellantsar

iLOX/GH2 at an OF ratio Of 5.5. The LOX flowmae is 0.4 lbts and the chme presstir is 420 psia.

Efficiency.
Ic %  0 .. .............................. ......... ..... ........ ........ ............... ...............

I
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Figure 5. Measured characteristic exhaust velocity efficiency as a function of mass O/F ratio obtained in an
optically-accessible rocket equipped with the swirl coaxial injector shown in Figure 4. Data is uncorrected for
cabrwall heat transfer and nozzle discharge coefficient effects; corrected data will differ from Taw data by less
than +/-5%. Chamber pressures range from 140 to 340 psia.
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SUMMARY/OVERVIEW: U
Although the hydrogen temperature ramping technique is used to determine the stability

characteristics of hydrogen/oxygen coaxial liquid rocket motor injectors, there is no definitive
knowledge of the effect of the hydrogen temperature on the stability characteristics of the
injectors. Possible explanations are a detrimental change in the atomization characteristics due
to a decrease in the velocity ratio, the disappearance of a stabilizing recirculation region at the
base of the LOX post or a change in the gas side injector pressure drop allowing acoustic
coupling to the propellant feed system. This program will provide the first quantitative I
measurements of droplet size and velocity distributions as a function of the injector velocity ratio
and of injector pressure drop as a function of gas temperature. It will also be the first
experimental examination of the recirculation region at the base of the injector LOX post. Due U
to the ability to use liquid oxygen at pressures occurring in actual liquid rocket motors, a high
level of similitude can be achieved.

TECHNICAL DISCUSSION:

Although stable operating regimes for cryogenic coaxial injectors have been empirically I
determined, there is no knowledge of the spray characteristics corresponding to stable operation
or the physical processes which produce the atomization patterns that result in stable or unstable
operation. The current engineering method for determining the stable operating regime of a
cryogenic coaxial injector is the "hydrogen temperature ramping" method, however there is still
no definitive knowledge of the effect of the hydrogen temperature on the stability characteristics
of coaxial injectors. The physical significance of the hydrogen temperature ramping technique
may come from the atomization process occurring in coaxial injectors where the high velocity
outer gaseous hydrogen flow strips droplets from the lower velocity inner liquid oxygen flow.
Experiments at ONERA using water as the liquid oxygen simulant have shown that a higher
relative velocity between the two flows results in smaller droplets and complete atomization
closer to the injector exit'. Lowering the gaseous hydrogen temperature increases its density,
thus lowering its injection velocity relative to the liquid in order to maintain the same mass flow.

1Vingert, L., "Coaxial Injector Spray Characterization for the Ariane 5 Vulcain Engine,"

6th Annual Conference "Liquid Atomization and Spray Systems - Europe," July 4-6, 1990.
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I Wanhainen et al have shown that it is not the hydrogen temperature itself causing the transition
to instability but the ratio of the gas to liquid injection velocities2. From this one might infer
that the instability arises because of an increase in the liquid oxygen drop sizes along with an
extension in the length of the atomization zone. A primary purpose of the experiments is to
identify what effect the velocity ratio has on atomization.

Another proposed explanation for the emergence of unstable operation in the hydrogen
temperature ramping test is that a recirculation region acting as a flameholder exists downstream
of the LOX post tip. Below a minimum relative velocity between the liquid oxygen and gaseous
hydrogen, the recirculation region becomes too weak to act as a flameholder and the combustion
zone moves away from the injector face to a location where it can interact more strongly with
the chamber acoustic modes. Liang and Schumann have examined this idea with an
experimental and computational investigation of gaseous oxygen and hydrogen coaxial injectors3.
They examined several injectors designed to produce recirculation regions of different sizes but
found that all injectors tested showed the combustion region anchored to the base of the injector.

A liquid nitrogen cooled heat exchanger to lower the temperature of the injected gas,
either hydrogen or helium, from ambient down to 80K has been designed and construction is in
progress. The heat exchanger will be used for the final series of experiments to simulate the
hydrogen temperature ramping test and examine the effect of temperature induced gas velocity
changes on the resultant atomization and its subsequent effect on motor instability.

An injector with full-scale dimensions derived from the SSME preburner injector has
been constructed. The SSME preburner injector was selected because the test facility is capable
of providing the required gas and liquid mass flow rates for a full size injector and as large an

I injector as lossible was desired to provide the possibility of optical access. A second LOX post
was fabricated with a 7 taper at the tip to match the shape of the production injector element.
Liquid nitrogen was used to simulate the liquid oxygen while gaseous nitrogen was used to
simulate the gaseous oxygen.

To gain qualitative insight into the overall morphology of a shear coaxial injector spray,
the spray was examined by imaging the scattered light from a laser sheet passing through the
axis of the spray and, in a separate test series, from a stroboscope illuminating the backside of
the spray. For the laser sheet imaging tests a frequency doubled Nd:YAG laser (532 nm),
pulsed at 10Hz with a pulse duration of 10 ns, was used with a spherical and cylindrical lens
combination to form a laser sheet with a thickness of 0.15 mm and negligible divergence at the
injector centerline. In an effort to ascertain whether a more extensive droplet flow field exists
beyond the observable limits of the iaser sheet images, a modified approach to spray
visualization was undertaken with the stroboscope. Based on previous flow visualization
experience with water/air sprays at atmospheric pressure4 , the strobe light was directed toward

I
2Wanhainen, J.P., Puish, H.C. and Conrad, E.W., Effe of Propellant Injection

Temperature on Screech in 20,.000-Pound Hydrogen-Oxygen Rocket Engine, NASA TN
D-3373;A'" 1 ,n,,

3Liang, P.-Y. and Schumann, M.D., "A Numerical Investigation of the Flame-Holding
Mechanism Downstream of a Coaxial Injector Element," Proceedings of the 24th JANNAF
Combustion Meeting, CPIA Publication 476, Vol. 3, Oct. 5-9, 1987, pp. 599-610.

4Kaltz, T., Milicic, M., Glogowski, M. and Micci, M. M., "Shear Coaxial Injector Spray
Characterization," AIAA Paper 93-2190, 29th Joint Propulsion Conference, Monterey, CA, June

I 28-30, 1993.
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the backside of the spra , off center from the camera and in the direction of the injector face. I
With this orientation both the dispersed droplet region and the structure of the liquid core may
be imaged with a 35 mm camera. The flash rate of the strobe was set at 10 Hz with a flash
duration of 3 ;&s. I

In general, the laser sheet photographs depict an overall contraction of the large scale
liquid structures (liquid core and detached ligaments) and droplet flow regions with increasing
ambient pressure. Regions of droplet flow are most evident downstream of the liquid structures,
while very little droplet production is observed along the liquid column close to the injector exit.
When the gas mass flow rate was decreased to approximately half of its original value, it
resulted in a larger, more dispersed spray indicating a strong effect of mixture ratio on the
atomization and vaporization of liquid nitrogen. The behavior of the spray with respect to
increasing chamber pressure follows the same trend as the previous tests, in that the LN2 spray
contracts in size as the chamber pressure increases. Other tests were performed with the tapered
LOX post using the stroboscope to visualize the spray. The stroboscope photographs showed
the same contraction of the liquid and droplet flow regions with increasing pressure, but I
contradictory to the observed contraction of the spray with increasing pressure, the liquid core
breakup length increased significantly for a chamber pressure greater than the critical pressure
(3.4 MPa). Stroboscope tests with the nontapered LOX post under similar operating conditions I
revealed the same behavior for pressures above and below the critical point but indicated little
differences in spray morphology between the two LOX post designs.

Quantitative information on the spray was pursued with a phase Doppler interferometric I
(PDI) device, developed by Aerometrics, which enabled simultaneous measurement of the
temporarily averaged droplet size and velocity distribution at a point within the spray. The
effect of gas mass flow rate on the droplet size distribution is seen in Fig. 1. Measurements
were made along the axis 10 cm downstream from the injector for this test, which marks the
approximate end of the spray according to the photographic results. The droplet size
distributions have been superimposed in Fig. 1 to illustrate the general behavior of the spray
with varying liquid to gas mixture ratios. At the lowest mixture ratio, which corresponds to full
scale operation of the SSME preburner, the majority of droplets fall in the smallest size range
of Fig. 1. As the gas mass flow rate decreases to 3/4 and 1/2, the droplet distribution shifts to
larger droplet sizes. The small number of large droplets at the upper end of the size range,
observed during all of the tests, may be due to remnants of the liquid core and/or coalesced
small droplets.

In order to determine if a recirculation region exists at the base of the LOX post, a
miniature diode laser LDV system has been assembled and is being used to probe the region at
the base of the LOX post to determine under what circumstances a recirculation region exists.
The LDV uses liquid droplets produced by the atomization process as the seeding particles. A
pyrex tube was used for the exit region of the injector to allow LDV probing of the region
immediately downstream of the LOX post in the injector recess region. Initial tests were
conducted with water and air at atmospheric pressure. Downstream of the injector face the LDV
measured all positive flow velocities, with the maximum occurring at positions directly
downstream of the injector gas annulus. However, with the LDV probe volume moved into the
recess region, positive velocities are measured in the core of the annular gas flow but decrease
to zero as one moves radially inward and become negative directly downstream of the LOX post, I
thus indicating flow reversal. Tests are currently underway to more extensively map the flow
in the recess region and to determine the effect of operating conditions and injector design on
the strength of the recirculation region. Future tests are planned at elevated pressures under I
combusting conditions.
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m In the course of an extensive literature review, some previous experimental evidence was
found that indicated that the spontaneous stability condition for a hydrogen/oxygen rocket was
determined by the hydrogen pressure drop through the injector5"6 . Below a critical minimum
value for the pressure drop, chamber oscillations evidently can couple to the propellant feed
system, causing a combustion instability in the chamber. However, the value of this critical
pressure drop was a function of the injector and chamber design. A linearized, lumped-element
model based on the Rayleigh criterion was generated to describe the fluid dynamics of several
processes in the system and to illustrate the effect of injector geometry and fuel temperature on
combustion stability. Response factors have been computed for the full scale injector operating
under cold flow conditions and have confirmed a transition from stable to unstable operation as
fuel temperature decreases. To verify these results, high frequency pressure transducers were
mounted on the pressure chamber and injector fuel plenum and measurements were acquired
under cold flow conditions using liquid and gaseous nitrogen and analyzed by fast Fourier
transform. A strong correlation was found between the predicted injector response and the
measured chamber pressure oscillation amplitudes relative to those measured in the injector fuel
plenum.

A pressure chamber rated to 10 MPa for combusting experiments is currently being
designed for use with liquid oxygen and gaseous hydrogen and will be able to operate at the full
scale fuel and oxidizer flow rates. Future tests will involve PDPA measurements under
combusting conditions for comparison to the cold flow results. Oscillatory pressure
measurements will be made in the chamber injector and fuel plenum to verify the predicted
injector responses under combusting conditions.I
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Fig. 1 Droplet size distributions for three oxidizer to fuel mixture ratios (Pc 2.4 MPa).

mConrad, E.W, Bloomer, H.E., Wanhainen, J.P. and Vincent, D.W., Interim Summary of
Liquid Rocket Acoustic-Mode-Instability Studies at a Nominal Thrust of 20,000 Pounds, NASA
TN D-4968, Dec. 1968.

6Hannum, N.P., Russell, L.M., Vincent, D.W. and Conrad, E.W., Some Injector Element
Detail Effects on Screech in Hydrogen-Oxygen Rockets, NASA TM X-2982, Feb. 1974.
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DROPLET COLLISION IN LIQUID PROPELLANT COMBUSTION
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Principle Investigatw. Chung K Law

Princeton University
Princeton, NJ 08544

SUMMARY/OVERVIEW

Droplet collision is an essential process in spray combustion, intimately
influencing the spray characteristic in the dense spray region. The present study aims to

ifundamental understanding on the mechanisms governing the observed phenomena of
pbouncig, and separation upon collision. Specific issues of interest
incde the extent of droplet defamation, the dynamic of the inter-droplet flow, the relative
importance of the gas resistance force as compared to the collision inertia, and the relevant
heological roperties of the gases and liquids. Extensive experiments have been performed

for various liquids, environment gases, and system pressures. Valuable insight have been
gained regarding the specific mechanisms and factors controlling the various droplet
collision outcomes, especially on the bouncing propensity.

TECHNICAL DISCUSSIONS

Our previous experimental results indicated that the collisional dynamics of
hydrocarbon droplets can be significant different from those of water droplets. Specifically,
earlier results on water droplet collision at one atmosphere pressure showed that
coalescence and separation are respectively favored for small and large Weber number
(We), as shown in Fig. la, in which B is the collision impact parameter. Our experimental
observation, however, showed that the transition between coalescence and separation for
hydrocrbon droplets at one atmosphere is far from being monotonic. Indeed, as shown in
Fig 2b, there are five collision outcome regimes, representing (I) coalescence with small
droplet deformation, (I) bouncing, (I) coalescence with large droplet deformation, (IV)
Separation after near head-on coalescence, and (V) separation after off-center coalescence.
Regimes I to IV occur for near head-on collisions with increasing We, while Regime V is
characteristic of large values of We and B. Regime H is very small for water droplet such
that Regimes I and M merge.

The crucial factor responsible for the different behavior of water and hydrocarbo
droplet is clearly the transition between Regimes I, I and IL Here, as the droplets collide,
they become deformed due to the pressure buildup in the gas film between the droplets.
This deformation absorbs the kinetic energy of collision, therefore reduces the ability for
inter-droplet gas film to be squeezed out in order to effect coalescence. Since the extent of
deformation depends on the surface tension of the liquid, it is reasonable to expect a
difference behavior for water and hydrocarbon. Further, since displacement of the gas film
depends on the density and viscosity of the gas, one may also expect the collision outcome
depends on the gas properties.

In the present investigation we have manipulated the effects of the gas and liquid
properties by conducting experiments with both water and hydrocarbon droplets in
environment of different gases (air, nitrogen, helium, hydrogen and ethylene) and
pressures (ranging from 0.6to 12 atmospheres). The experimental results show that the
collision behavior of water and hydrocarbon droplets are actually similar, when the
influence of the environment gas density is taken into account.

To substantiate these observation, we note that the gas density can be manipulated
in two ways, by changing either gas pressure or the gas molecular weight. Figures 1, 2,
and 3 separately show that the effects caused by these two changes in terms of various and
separated regimes.
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I
3 We first note that in order to promote the occurrence of bouncing for water

d.. ts, which is not previously observed for one atmosphere air, we should increase the
density of the gas. In the course of the experinental exploration, we have found that water
droplets actually do exhibit the bouncing phenomenon at one atmosphere air or nitrogen,
albeit at high values of B, as shown in Fig. la. This regime apparently has been mostly
overlooked. We have subsequently found that, with increasing pressure, this regime
expands and moves to include small values of B. When the pressure is increased to aroundI2.8 atosphere (fig ib), a fully-developed Regime II is observed in that droplet bouncing
now occurs for both off-center and head-on collisions. We have therefore demonstrated
that the five collision regimes for hydrocarbons also exist for water, at elevated pressures.

Recognizing that increasing pressure promotes bouncing, it is then reasonable to
expect that decreasing pressure should suppress bouncing. Figures 2a and 2b for
teUadecane droplets show that this is indeed the case in that, while the five regime response
is observed at one atmosphere, the head-on bouncing regime is suppressed as the pressure
is reduced to 0.6 atmosphere.

We have further found that, by increasing the pressure to 8 atmospheres for water
and 2.4 atmospheres for tetradecane, Regime II can be expanded to such an extent that
Regime I can not be experimentally detected. Realistically, of course, two droplets will
merge when slowly brought together. We have, however, not been able to simulate such a
slow rate of collision in our experiments. The important point to note is that low-We head-
on collision at high pressures could very likely result in bouncing. This is to be contrasted
with the previous concept, based on water at one atmosphere, that low-We head-on
collision always results in coalescence.

To further demonstrate the influence of the inertia of the gas film through the gas
density, additional experiments have been conducted for the "lighter" helium environment.
The collision response regimes for tetradecane are shown in Fig. 3. The results clearly
show that, because of the reduced molecular weight and hence density of the helium
atmosphere, a higher pressure is needed to induce bouncing in Regime H and suppress
merging in Regime L

Gas density, however, is not the only parameter influencing the collision outcomes.
To demonstrate this point, we note that while the gas density for 0.6 atmosphere nitrogen
in Fig. 2a is almost the same as that for 4.4 atmosphere helium in Fig. 3c, bouncing is
clearly mom prominent for the helium atmosphere. The difference is possibly caused by
the higher dynamic viscosity of helium. As discussed earlier, as the gas is drained from the
gap, a higher pressure differential is required to overcome the shear force for gas with
higher viscosity, which in turn increases the gas resistance force acting on the droplet.
This viscous effect is further shown by comparing Figs. 2a and 3a. h is seen that while the
density of helium at 0.7 atmosphere is lower than that of nitrogen at 0.6 atmosphere,
bouncing is still observed for the more viscous helium atmosphere.

Another important factor which influences the bouncing property is the similarity of
the molecular structure of the liquid and gas. Figure 4 shows the collision outcomes for
tetradecane in an environment of nitrogen and ethylene with different compositions; the
transition boundaries between Regimes I and IV, and Regime I and V, are not shown.
Ethylene is chosen because its molecular structure is similar to that of tetradecane, while its
molecular weight is the same as that of nitrogen. It is seen that coalescence is promoted
with increasing amount of ethylene. This is an important result because the spray interior
invariably contains some fuel vapor produced through droplet vaporization. The presence
of the fuel vapor thus promotes droplet coalescence. There are two possible causes for this
resul The presence of ethylene could modify the surface tension which affects the merging
tendency of the two surfaces. Second, since ethylene is readily soluble in tetradecane, its
absorption during collision reduces the gas density in the inter-droplet spacing, hence
promoting coalescence. More study is needed to identify the dominant cause.
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DETERMINATION OF STRUCTURE, TEMPERATURE AND CONCENTRATION

IN THE NEAR INJECTOR REGION OF IMPINGING JETS
USING HOLOGRAPHIC TECHNIQUES

AFOSR Grant No. F49620-92-J-0343

Principal Investigator: Prof Dimos Poulikakos

Department of Mechanical Engineering I
University of Illinois at Chicago

842 W. Taylor St.
Chicago, IL 60607-7022

I
SUMMARY/OVERVIEW I

The purpose of this research is to investigate the dense region of a spray generated by two

high speed impinging jets, using a novel, pulse holography technique. The effect of several

parameters such as the impingement angle, the liquid jet velocity, and the orifice diameter on the

atomization process was investigated in the past year. It was shown that in the dense spray

region the liquid elements were not spherical. Smaller and faster droplets were generated with I
larger impingement angles, higher jet velocities, and smaller orifice diameters. The stucture of

the liquid elements near the jet impact point is indicative of the mechanisms of the disintegration

process.

TECHNICAL DISCUSSION I

During the second year of the research, the procedures for the reliable fabrication of double I
pulse holograms and the subsequent image analysis of these holograms for the measurement of

size and velocity of the liquid elements in the dense spray region were perfected. The

measurements focused on the determination of the effect of the impingement angle, liquid jet

velocity, and orifice diameter on the near impingement region of the spray. Representative

results will be discussed next.

Figure 1 demonstrates the ability of the double pulse holographic technique to record the size 3
and position of liquid elements at two different times. The region shown is downstream along

the spray axis. The droplet identified as no. 1 in Figure 1 (a) corresponding to the first pulse I
moved to the location identified as no. I in Figure I (b) corresponding to the second pulse. This

photograph also demonstrates the size diversity of the liquid elements as well as the fact that

these elements are largely non-spherical. The photographs of the holograms in Figure 2 reveal

clearly the disintegration process of the liquid sheet produced by two impinging jets. The impact

I
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wave produced at the impaction point due to the obliquely colliding high speed jets causes the

detachment of arc shaped liquid ligament from the liquid sheet as shown in Figure 2 (a). These
ligaments progressively disintegrate as they move dowpstream as shown in Figure 2 (b).
Further downstream, Figure 2 (c), only small size droplets are observed. Compared to the

droplets in Figure 1, droplets in Figure 2 ae smaller because the impingement angle is increased

from 60" in Figure I to 90 in Figure 2 with all the other parameters kept unchanged.

Figures 3 and 4 show the effect of the impingement angle, liquid jet velocity, and orifice

diameter on the droplet diameter and velocity, respectively. These results were obtained by
averaging the f wement foall droplets taken at six different locations. The sampling area in

I each location was 1.0 cm x 1.5 cm. Figure 3 shows that, in an average sense, smaller droplets
(desirable from the combustion standpoint) were produced with larger impingement angles,

higher jet velocities, and smaller orifice diameters. With reference to Figure 4, Vx, Vy, and Vm

indicate the horizontal velocity, the vertical velocity, and the magnitude of the velocity vector,

respectively. Increasing the impingement angle or the jet velocity increases the droplet velocity.

On the other hand, increasing the jet diameter decreases the droplet velocity. The effect of the

aforementioned factors, is considerably stronger on the droplet diameter than it is on the droplet
velocity. To exemplify, increasing the jet impingement velocity from 12 ms to 20 m/s decreases
the Sauter Mean Diameter fiom about 440 pm to about 300 pm (Figure 3). An increase in the jet

i n t velocity from 12 ru/s to about 15.5 m/s, increased the horizontal component of the
mean velocity from about 4 n/s to about 5 m/s (Figure 4).
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(a) (b)I Figure 1 Photographs of hologram revealing droplet images at the first and the second pulse
with i-pinm-e angle 20= 1200, Vj = 12.0 n/s, D = 1.0 mm, (x, y) = (0.0 cm, 4.0 cm) (a)
droplet images at the first pulse, (b) droplet images at the second pulse.
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Combustion and Plumes 1

(AFOSR Task 2308 M1)

Principle Investigators: D. P. Weaver, D. H. Campbell, I. J. Wysong, G. L. Vaghjiani,
and A. Alfano

Phillips Laboratory, OLAC PL/RKFA
Rocket Propulsion Directorate

10 Saturn Blvd.
Edwards AFB, Ca. 93524-7660

I
SUMMARY/OVERVIEW:

In this program, research is performed in the areas of rocket exhaust plume I
physics and rocket propellant combustion. Both experimental measurements and
theoretical computational investigations are carded out. Laser diagnostic techniques
are used in both areas to map the properties, such as temperature and density, of
gases in various combusting and non-combusting environments. Chemical kinetic
measurements are also carried out to determine the specific reaction pathways and
kinetic rates for specific reactions of interest. Results of these investigations are used to
help in the design of future rocket propellants and to further our understanding of the
chemical and collisional processes in rocket exhaust plumes that give rise to emissions I
in the infrared, visible and ultraviolet spectral regions so that better predictions of these
emissions can be used in designing ballistic missile detector systems. Typical results
obtained in several of the research areas are detailed below.

TECHNICAL DISCUSSION:

Accurate prediction of plume signatures in both the high density plume core and
in the plume-atmosphere interaction region at high altitudes requires specific
knowledge of molecular vibrational transfer processes. Specifically, state-specific I
vibrational energy transfer rates are required for the important plume species. NO is
one of these important species. Vibraticnal relaxation rates have been successfully
measured for NO v=1, 2 and 3 with various collision partners using a laser pump/probe
technique. The NO-NO V-V transfer rate has been measured for the first time below
room temperature, showing that the relaxation probability increases with decreasing
temperature, as does the V-T rate for v=1. This indicates the importance of attractive,
long-range forces in the near-resonant V-V process. The V-V rates for various other
collider species, the temperature dependence of the NO-NO V-T rate, and the
electronic state dependence of vibrational relaxation, all demonstrate the complexity of
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the physical mechanism for vibrational energy transfer, and no single theory yet
proposed appears to explain all aspects of the experimental results.

The direct simulation Monte Carlo (DSMC) computational technique is the
preferred method of flowfleld prediction for high altitude rocket exhaust plumes. A
series of computations are being conducted using the DSMC technique to evaluate this
technique's ability to predict accurate flowfield parameters, internal energy state
populations, and chemical species reaction processes. These include: (1) simulations
to compare to nitrogen jet experimental measurements taken at UC Berkeley and USC,
(2) simulations for comparison to NO vibrational population measurements and (3)
simulations to compare to high altitude plume-freestream interaction number density
measurements taken at AEDC. Calculations were completed for comparison to the UC
Berkeley free jet rotational temperature data and the results of the DSMC simulation
match well with the data. Implementation of the DSMC code on a massively parallel
computer has allowed more accurate simulation of the AEDC plume-freestream
experiment.

The experimental data obtained during the NO vibrational energy exchange rate
measurements provide a time resolved population distribution in the lower levels of NO.
This data has been used to check the ability of the DSMC computational model to
predict chemical reaction processes by treating each vibrational state as a separate
chemical species in the computation. A DSMC simulation for comparison to the NO
vibrational population measurements has been completed using Bird's DSMC code for
a set of 3 species (NO v-0, 1, and 2) using 6 reactions with one cell simulating a
coincident pump and probe experimental condition. The comparisons to the measured
populations in v=1 and 2 are very good. In order to obtain calculations in which the
pump and probe beams are not coincident, the calculations will require use of species
weighting factors. The comparisons to the experimental data will allow verification of
the various weighting factor schemes now in development.

A '.ey element in the understanding of the influence of nonequilibrium processes
on flow phenomena is an experimentally verified analytical tool of sufficient capability to
allow assessment of the interrelated influences of translational, rotational, vibrational,
and electronic nonequilibriums as well as the influence of chemistry on the fluid flow
properties of concern. Current monoprocessor code development is well below the
computational capability required for such analysis, and as a result, an effort has been
started to develop a multiprocessor based approach to direct simulation modeling that
will significantly increase our computational power. Initial results from a parallel
processing DSMC effort will be presented and implications regarding nonequilibrium
flow prediction will be discussed.

Construction of a second-generation, higher flux atomic oxygen source flow was
completed. This new continuous source is housed in a cryogenically-pumped cell that
can provide a flow field simulation of the plume/freestream interaction. Initial work with
the new source has demonstrated at least an order of magnitude increase in oxygenflux and a much reduced energy spread. A new resonance charge exchange approach
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for neutralizing atomic oxygen was evaluated and much higher flux levels were i
obtained from the new source than originally anticipated. Several new ceramic ring jet
sources were tried and the resulting best design determined. Summary results will be
presented,,

Work has continued on the gas phase reaction measurements of hydrazine.
High temperature second-order rate coefficient measurements for H + N2H4 reaction I
has been completed. The rate coefficients for reactor temperatures of up to 893 K
have been measured. However, at such high temperatures the N2H4 was also
undergoing significant heterogeneous decomposition at the reactor walls. If this effect I
is not accounted for in the H + N2H4 gas phase work, there will be a corresponding
error in the determination of the homogeneous second-order rate coefficient for this
reaction. The activation energy for heterogeneous decomposition of N2H4 has been
established to be 9.4 ± 0.3 kcal mol -1 in the temperature range 657-893 K. This value
is typical for heterogeneous reactions for the surface-to-volume ratio of the reactor
employed in this work. Below 657 K, the degree of heterogeneous decomposition of
N2H4 is small (only a few percent). Thus, the rate coefficient measurements should be
relatively free from errors due to uncertainty in the gas phase [N2H4] in the reaction
zone at temperatures below this compared to that at higher temperatures. For
temperatures below 222 K the second-order rate coefficient falls rapidly as does the
saturated vapor pressure of N2H4. Therefore, experimentally it is difficult to accurately
determined the rate coefficient beyond this low temperature limit. Thus, the most
extended temperature range available for studying the gas phase reaction between H-
atoms and N2H4 is 222-657 K. The rate coefficient for O+N2H4 reaction at room
temperature has also been accomplished, and detection of the OH produced in this
reaction has produced strong evidence against one hypothesis for production of
ultraviolet signatures in hydrazine fueled rockets.

The necessity to understand the critical energy release mechanisms of high
energy density propellants has created a need for an experimental capability to I
accomplish the simultaneous objectives: detection of molecular/ radical intermediates
and stable products during combustion/pyrolysis; conservation of sample size due to
limited availability of candidate propellant molecules; and inclusion of a general I
diagnostic to complement optical techniques. This need has resulted in the
construction of a new facility to heat these reactive species to over 1000 K in a few
microseconds and to determine the pyrolysis and combustion products. A C02 laser I
has been obtained along with gas chromatographic and mass spectrometric diagnostic
equipment to obtain this information. A conventional flow reactor with controlled
temperatures in excess of 1000 C has also been constructed. The calibration of this
apparatus using the well known pyrolysis mechanism and kinetics of propane as a
standard has been completed. Strained ring hydrocarbon molecules, quadricyclane and
triangulanes, have been studied initially to determine their mechanisms of thermal
decomposition and combustion. These molecules are currently being evaluated as
performance boosting additives for RP-1 fuel. Early results of decomposition studies on
quadricyclanes will be presented.
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I

I The activation energies for the following reactions were measured over the
temperature range 211-472 C with a flow reactor modified to conserve sample size

I during kinetics studies:

(1) Quadricyclane ---- > Norbornadiene
(2) Norbomadiene ---- > Cyclopentadiene + Acetylene
(3) Norbomadiene .----> Cycloheptatriene
(4) Norbomadiene ---- > Toluene
(5) Cycloheptariene ---- > Toluene

The results agree with previously reported values and the sample size required was
only ca. ten micrograms at each temperature studied. In the temperature range from
368-472 C the Arrhenius plot for the rate constant of reaction (2) exhibits the
characteristic two slope behavior typical of a heterogeneous reaction. This has not
been previously observed.

I
i
I
I
I
I
I
I
I
I
I
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ADVANCED DIAGNOSTICS FOR REACTING FLOWS

AFOSR 89-0067-G

Principal Investigator: Ronald K. Hanson

High Temperature Gasdynamics Laboratory
Mechanical Engineering Department

Stanford University, Stanford, CA

SUMMARYIOVERVIEW: I

This research is directed toward innovation of advanced diagnostic techniques applicable
to combustion gases and plasmas, with some emphasis on high speed flows. The primary
flowfield parameters of interest are species concentrations, temperature, pressure, mass density,
electron density, velocity, and quantities derivable from these parameters such as mass flux and
thrust (calculable from mass density and velocity). Principal techniques under study include
spectrally-resolved absorption and fluorescence, using wavelength-modulated cw semi-
conductor diode laser sources; planar laser-induced fluorescence (PLIF), using tunable pulsed
laser sources (excimer-pumped dye and narrow-linewidth excimer); and diagnostic techniques U
based on degenerate four-wave mixing.

TECHNICAL DISCUSSION

In the following paragraphs we highlight primary activities of the past year.

]_ Hum m R,.iR Air ami

Recent work has focussed on the development of a diagnostic strategy based on
measurement of spectrally resolved absorption lines associated with transitions between excited I
electronic states of atoms. This approach is suggested by the fact that gases at very high
temperatures, such as found in hypersonic flight and in various plasma-based propulsion
systems, are primarily neutral or ionized atoms; the further influence of high temperatures is to
produce substantial populations of these species in excited electronic quantum states. A
particular advantage of the proposed measurement scheme is that it utilizes a tunable
semiconductor diode laser source, which is attractive owing to its rapid tuning capabilities, low
cost, and compatibility with fiberoptic transmission. In brief, the shape and amplitude of the I
absorption line, recorded either with fluorescence or absorption detection, contain the primary
information of interest, namely the kinetic and electronic temperatures of the species.

During the past year we have investigated application of this diagnostic to three species:
xenon, atomic oxygen and atomic nitrogen. The work with xenon utilized the 6s-6p transition at
823 nm (GaAIAs laser) and involves measurements in a low pressure dc discharge. Xenon is of
practical interest owing to its use in ion thruster propulsion systems, and it is of fundamental
interest owing to the complex nature of Xe spectra. For example, owing to the significant
number of major isotopes in Xe (9 with mol fractions of about 1% or more), and its complex
nuclear splitting, the spectrum of the 6s-6p transition involves a convolution of 21 individual I
spectral features. A recent measurement of the absorption line, and a comparison with theory, is
shown in Fig. 1. Such a measurement, once fully understood, has potential for monitoring
temperature, density and velocity of xenon atoms.

In related work we have applied a similar strategy to monitor excited-state transitions of
0-atoms (772 nm, 3s-3p) and N-atoms (821.6 nim, 3s-3p) in gases heated (by reflected shock
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I waves in a shock tube) to temperatures of 6000-13,000 K. Such conditions are representative of
those found behind bow shocks in hypersonic flight. An example of recent data for N-atoms is
given in Fig. 2. Here a best Voigt fit of the profile allows a determination of the kinetic and
electronic temperatures, both near 9000 K and in good agreement with the temperature
calculated from the measured shock speed. We are unaware of any previous diagnostic methodsi with similar potential for probing such high temperature environments. Further information may
be found in Refs. 1-3.

PLFl Imagm!,in Shock Tube Flows

i Shock tubes and tunnels provide a convenient environment for the development of
advanced diagnostic methods relevant to advanced air-breathing propulsion systems. A wide
variety of high-enthalpy and high-velocity flows can be easily generated, and at modest expense
relative to continuous-flow facilities. During the past year we continued to use a pressure-driven
shock tube and tunnel to investigate diagnostics for scramjet and nonequilibrium hypersonic
flow studies. A particular accomplishment was the completion of work which demonstrated
quantitative, single-shot imaging of temperature in a model scramjet flow. Two tunable lasers
and two CCD cameras were used to allow essentially instantaneous recording of two PLIF
images which could be ratioed to extract temperatures. Successful temperature images, accurate
to about 5-10%, were achieved with both OH and NO imaging. Dual imaging of both species
was also demonstrated, with NO used as a tracer of the H2 fuel and OH used as a marker of
combustion. A schematic of the flowfield studied is given in Fig. 3; details of the work can beI found in Refs. 4 and 5. (Ref. 4 was featured on the cover of Applied Optics in the December,
1993 issue.) In related work we also demonstrated approaches for single- and dual-laser PLIF
imaging of nonequilibrium shock tunnel flows, including imaging of velocity (2 components)
and both rotational and vibrational temperatures. Further details of this work may be found in
Ref. 6.
Laser Dia e0ties for MultiParamete Measrements

I For the past few years we have worked to develop a diagnostics strategy which allows
simultaneous determination of multiple gasdynamic parameters from spectrally resolvedI absorption spectra. For example, LIF monitoring of UV absorption line pairs of NO was used
for simultaneous determination of velocity (Doppler shift), temperature, pressure and density in a
supersonic jet, with submillimeter spatial resolution and at a measurement repetition rate of
4kHz. Work with line-of-sight absorption has been conducted with both 02 (at 760 nm) and H20
(at 1.4 microns), in both cases using a shock tube to produce controlled supersonic gas flows at
known conditions. In both studies, the measurements yielded high repetition rate determinations
of velocity (I component), temperature, pressure and density, and the derived quantities of mass
flux and momentum flux. These latter quantities are of particular interest to propulsion
engineers wishing to monitor inlet and exhaust flows of advanced supersonic combustors.
Indeed, the technology we developed is now being employed in several large-scale facilities inI this country and elsewhere. An example data trace in H20 is shown in Fig. 4; inferred and
known flow properties are indicated. Further information appears in Refs. 7-10.

Other Djagnosfiecs Efforts

I During the past year we completed work on a scheme to extend PLF to 3-D imaging. The
objective has been to develop methods for probing flows which include important three
dimensionality. Another project, still underway, is an investigation of fundamental issues in
degenerate four-wave mixing; details of progress on that effort may be found in Ref. 11. Finally,
we have initiated a new effort to investigate diagnostics strategies for high-pressure flows, for
example in connection with advanced high-pressure combustors, rockets, and other propulsion
systems. The conditions of interest in these devices introduce significant changes in the physical
phenomena which underly both modelling of such flows and their measurement via laser
diagnostic strategies. This will be a fruitful area for fundamental and applied investigation.
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Fig. 1. Measured profile of Xe 3s-3p transition at 823 nm, and theoretical
positions/intensities of component lines.
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NONLINEAR LASER DIAGNOSTICS FOR
COMBUSTION AND PLASMA PROCESSES

(AFOSR Contract No. F49620-94-C-0027)

Principal Investigators: David L Huestis, Gregory W. Faris, and Jay B. Jeffries

SRI International
Moleular Physics Laobmory

Menlo Park, CA 94025

SUMMARY/OVERVIEW:

Task 1: UV and VUV Generation and Detection Techniques

We are developing techniques to extend laser-based diagnostics into the vacuum ultraviolet
(vuv) region for the detection of atomic ions, planar imaging of light atoms, and other applications.
To date, we have developed a high-power widely-tunable vuv source producing over 65 Pj at
133 nm, demonsrated two-photon-excited fluorescence at this wavelength, and discovered some
technical challenges specific to vuv-based diagnostics. Future work will be to investigate solutions
to materials-related problems

Task 2: Laser-Excited Amplified Spontaneous Emission (ASE)

Two-photon-excited ASE of atomic hydrogen and oxygen has been explored in a variety of
low-pressure flames as a method to measure concentraion, gas velocity, and gas temperature. We
discovered that ASE intensity is more sensitive to the collisional environment than LIF, which
makes the nttaion of the ASE signal quite difficulL Direct gain of a probe laser pulse tuned
to the ASE transition avoids this difficulty. The probe pulse can stimulate the emission in a time
short compared to the collision time and the observed gain is proportional to the population inver-
sion created by the laser. Demonstration meaLnements and model calculations for atomic oxygen
in a low-pressure hydrogen/oxygen flame are reporied.

TECHNICAL DISCUSSION

Task 1: UV and VUV Generation and Detection Techniques (G. W. Faris)

While great progress has been made on laser-based detection techniques, some significant
challenres remain. Among these are the detection of atomic ions and the single-photon detection of
light atoms. These detection problems are similar in that they both require high power vacuum
ultraviolet radiation.

The ability to perform quantitative detection of atomic ions is important for studying plasma I
propulsion, highly-ionized flows, plasma etch lithography, magnetically-confined fusion,
astrnomy, and astrophysics. Detection of light atomic ions is difficult because the single-photon

transiions from the ground state lie in the extreme ultraviolet (xuv) and no window materials are
available in this region. Our approach is to use two-photon-excited fluorescence in the vuv,
allowing the use of windows such as MgF2 and LiF.
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Light atoms can be detected through two-photon techniques in the near ultraviolet region.
An alternative technique to two-photon detection is single-photon detection using vuv. While more
complcated than the two-photon approaches, single-photon vuv detection of light atoms allows
mo sensitive detection, can avoid phow-induced changes due to high optical intensities, and
provides the possibility for planar imaging. Areas where single-photon detection techniques may
prove useful include arc jets and hot rarified flows. Other applications of vuv diagnostics include
single- or multiple-photon ionization for very high sensitivity detection techniques and single-
photon calibration of multiple-photon diagnostic techniques.

To produce high-power widely-tunable, vuv radiation, we have developed a source based
on two-photon-resonant difference-frequency generation.l In this approach the output of a tunable
ArF excimr laser at frequency vArF is mixed with the fundamental or frequency-doubled output
from a Nd:YAG-pumped dye laser at frequency Vdy " to produce radiation at frequency v,. = 2 x
VArF - Vdy. Enhanced efficiency is provided by tuning the ArF laser onto resonance with two-
photon transitions in the mixing gas (krypton or hydrogen). By tuning the dye laser frequency,
the vuv wavelength can be varied from 110 to 180 nm. To date, we have obtained over 65 J at a
wavelength of 133 rm using this technique. Larger powers can be obtained over a limited tuning
range by directly Raman-shifting the ArF laser output.2

We have evaluated the performance of the vuv-based multi-photon spectroscopy through
1+1 I on xenon at 147 nm and two-photon-excited fluorescence in neon using 133 nm
light. The lattr constitutes a demonstration of the two-photon-excited fluorescence technique
in an appropriate wavelength region for atomic ion detection. The neon measurements were
performed at a pressure of about 1 Torr, however, which is too high for most useful applications
for atomic ion detection. Further improvement in laser power is required in order to achieve useful
detection of atomic ions. We have minimized the path length for the vuv through the optics by
using an off-axis lens instead of a prism to separate the beams. This resulted in more than a factor
of 3 improvement in vuv energy over that we had available for the neon measurements. Further
improvement in energy is still required, however.

There are two avenues we can pursue to further improve our laser power. Both concern
materials problems. The first involves loss mechanisms that build up due to the length of exposure
to the high power vuv. The second deals with mechanisms to mprove the efficiency of the mixing
gas. During exposure to the vuv radiation, the transmission of our vuv optics is gradually
degraded. We believe that this is due to color center formation, and are further investigating the
process. Color center losses may be mitigated by reducing the vuv fluence on the optics (using
larger diameter beams and optics), by heating the optics to speed recombination of the color
centers, or by separating the vuv beam from the input beams using a concave grating instead oftransmissive optics.

The efficiency of the vuv generation is related to the nonlinear optical polarizability, which
is proportional to the square of the mixing gas density. Improvement in vuv power cannot be
realized by increasing the gas density alone, because of index of refraction dispersion for the gas
between the input and output beam wavelengths. By reducing the effects of the material dispersion
(phasematching) we can achieve significant improvement in vuv energy. Phasematching can be
achieved through using a mixture containing a gas having negative dispersion at the vuv wave-
length. Other approaches include noncollinear mixing and "quasi-phasematching." It currently
appears that some phasematching will be required to achieve significant powers near 120 nm.

In order to better characterize these aspects of the mixing process in the absence of time-
varying, irradiation-dependent window absorptions, the apparatus has been modified to allow
windowless detection of the generated VUV and XUV through the use of a differentially-pumped

gas cell. The 100 cm= 3 cell is filled with hydrogen at a rate of 10 Hz using a pulsed valve to attain
peak pressures of several hundred Torr. The ArF and dye laser beams enter and exit through
optical access holes 1 mm diameter on either side of the cell, separated by 5 cm, and are timed to
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coincide with the pressure envelope maximum he volume of the mixing cell is continuallyi
pumppd by a high volume mechanical pump and the optical path outside the cell is maintained at
< 10" Torr using a trapped diffusion pump. The ultraviolet wavelengths generated by the mixing
process pass from the cell directly into a Spex 1500SP 0.5 meter vacuum ultraviolet spectromter,
where they am dispersed and detected by either a photomultiplier or pyroelectric energy detector.
The peak pressure in the mixing cell is determined through comparison of MPI signal levels of the
Q(l) branch in H2 for the pulsed, flowing condition with a static cell volume. Because the source
has no windows, we can insert optics into the beam after mixing to determine the effects of
exposure independently of the mixing. By flowing gas mixtures through the source, we can study
phasemahing without constraints due to the focusing/collecton geometry for the mixing, and
difficulties due to time-dependent degradation of the vuv radiation.

Task 2: Laser-Excited Amplified Spontaneous Emission (ASE) (J. Jeffries)

Laser-excited amplified spontaneous emission (ASE) is an attractive method to detect
atomic species in reacting gas flows and plasmas because the signal shares the same beam path
with the excitation laser light. Multiphoton laser excitation of atoms is traditionally detected by I
fluorescence or ionization which either requires large solid angle fluorescence collection or a probe
for ion/electron collection. ASE provides an alternative detection method which requires minimal
optical access and no intrusive probes; however, quantitative ASE requires understanding the non-
linear optical gain in the laser excited sample. For example, two-photon selection rules produce
atoms in excited states which do not have allowed one-photon transitions back to the ground state
but radiate instead to an intermediate excited state. For atomic species found in propulsion like I
hydrogen and oxygen, these intermediate states are more than 10 eV above the ground state, and at
combustion epe there is nearly no thermal population in states with such a large excitation
energy. Thus, a population inversion can readily be produced by the laser two-photon excitation; I
any spontaneous emission along the excitation laser beam can experience gain. This gain produces
ASE propagating forward and backward along the laser beam.

ASE has been observed in a variety of low-pressure flames with an experimental arrange- I
ment shown in Figure 1. The schematic also shows a diode laser probe beam which crosses the-IJ 'I
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Figure 1. The experimental setup used to measure both the ASE and stimulated gain signals.
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I eci beamat a small angle. The excitanon laser was tuned to line center of the 3p3P2
-PP2 rasition i1 atomic oxygen at 225.6 nm. The forward ASE signal at 845 nm is observed

from the 31P2 -- 3s3S1 transition; the probe laser was tuned to line center of the ASE transition.
To demonstrate the ASE loss/probe gain technique, we first operated the diode laser at 38

mW and monitored both the probe beam as it exited the low-pressure chamber and the ASE signal
while alternately blocking the pump and probe beams before they entered the chamber. The results
of this test are shown in Figure 2 where the ASE signal and the ac component of the cw probe beam
are plotted. In region I both the pump and probe beams are blocked establishing the background
level for both types of signaL Region H shows the probe intensity with no gain as the pump beam
is blocked. In region HI, the probe has been blocked while the pump is unblocked resulting in a
large ASE signal With both beams unblocked (region IV) the probe beam experiences a small
(20%) gain while the ASE signal experiences 100% loss.

The relative ASE signal is shown in Figure 3 as a function of the incident probe beam
intensity while the pump beam intensity was held fixed. The probe intensity is normalized to the
saturation intensity (2W/cm ) for analysis purposes. The ASE signal falls in a smooth way as the
incident probe intensity is increased. The solid line in Figure 3 is from a single pass amplifier
theoretical fit with laser excited atomic oxygen the gain medium. The inversion population densityI given by the measured gain in Figure 2 and loss in Figure 3 agree within a factor of two with each
other and within the estimated uncertainty of a model calculation of the atomic oxygen
concentration.
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Figure 2. Simultaneous observation of the probe Figure 3. The relative ASE signal as a function
(gain) and ASE (loss) signals for the four input of the probe beam intensity. The solid line
combinations of I - both pump and probe beams indicates a best fit (yo = 1.609) found using the
blocked, II - pump beam blocked, III - probe beam model. Dashed lines indicate theoretical curves
blocked and IV - neither beam blocked. for1ot = 1.609 ± 40%.
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SUMMARY/OVERVIEW:

This research is concerned with the development of a laser-based diagnostic technique for
the measment of species concentrations in turbulent flames called picosecond time-resolved
laser-induced fluorescence (PITLIF). Current diagnostic techniques have the capability to measure
probability distribution functions (PDFs), but in many cases they lack the temporal resolution
needed to measure power spectral densities (PSDs). The P1TLIF instrument employs a high
repetition rate mode-locked laser which gives it the temporal resolution and power necessary to
rapidly obtain PSDs in addition to PDFs. The specific objective of this project is to develop the
P=TLIF instrument and to demonstrate its viability for obtaining PDFs and PSDs of minor species
concentrations in turbulent flames.

TECHNICAL DISCUSSION: I
Turbulent flames are characterized by random fluctuations in flow variables such as velocity

or concentration. These fluctuations must be described statistically using PDFs and PSDs. Laser
Doppler velocimetry (LDV) can be used to
measure PDFs and PSDs of velocity in a

...... turbulent flame.2 Laser-induced fluorescence
(LIF) is commonly employed for measurement
of minor species concentrations? Typically,
CW or Q-switched laser systems are employed

lfor LIF measurements of PDFs, but these
systems lack the power and temporal resolution
necessary to measure PSDs of concentration in
turbulent flames. Both the PDF and the PSD

_ must be known to completely describe the
"am random fluctuations in concentration. We

report here on current investigations with
F 1. Schematic diagrm of the PiTLIF picosecond time-resolved laser-induced
munem fluorescence (PITLIF), a new diagnostic

technique which has the potential to rapidly and
simultaneously measure both PDFs and PSDs of concentration in a turbulent flame.

I
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U A block diagram of the PITLIF instrument is shown in Fig. 1. The laser system consists of
a broadband dye laser synchronously pumped by a mode-locked frequency-doubled Nd:YAG
laser. The laser system delivers a series of mode-locked laser pulses 20-50 ps FWHM and a
repetition rate of 82 MHz. The laser system irradiates a region of the flame, and through
interaction with atoms or molecules in the flame, light is absorbed and spontaneously emitted.

I •The detector, a photomultiplier tube, measures some of this emitted light. The output of the
detector is fed into two parallel data acquisition channels. The low-bandwidth acquisition system
uses a low-pass filter to filter out individual laser pulses and records the integrated fluorescence
signal which provides a measure of the low frequency (<10 kHz) fluctuations in the LIF signal
The low-bandwidth system can be used alone to measure concentration fluctuations in systems
where the variation in quenching is small. The high-bandwidth acquisition system (0-2 GHz real-

I time) has the temporal resolution necessary to resolve individual fluorescence decays, and thus
can be used to measure the lifetime of the decay for the excited state. From this measurement
of lifetime, we can determine the magnitude of the quenching rate coefficient. Thus, when the
high-bandwidt system is used in conjunction with the low-bandwidth system, the PITLF
instrument can correct the measured concentration fluctuations for large variations in quenching.

Previous investigations with the P=TLIF instrument have been concerned with the
development of non-concurrent low- and
high-bandwidth acquisition. We studied atomic
sodium seeded into a laminar diffusion flame. The

m burner is a concentric tube design in which
hydrogen flows through a circular tube, and an

40 ,oxygen/argon mixture flows through a surrounding
annulus. Sodium is seeded into the oxygen/argon

i £ ~ mixture using an atomizer, the fluctuations in
• ° • °sodium are caused primarily by the atomization

process. Using this simple flame, we were able to
l -- demonstrate the utility of the technique for systemsI A-.. "t- - in which concentration fluctuations are caused by

S / "turbulent mixing in the flame. In particular, the
4 N6 low-bandwidth system has been shown to be very

M- effective in obtaining the PDFs and PSDs of the
no sodium concentration4.

IW .. 0, OW 0 The high-bandwidth portion of the PITLIF
Figure 2. Nomalized equivalent- and real-time instrument enables measurement of the local
instrument responses and fluorescence decays induced quenching environment. Each laser pulse induces
by the picosecond pulsed laser. Each waveform in (a) a fluorescence decay which is depicted in Fig. 2(a).
was obtained using equivalent-time sampling averaged The instrument response to scattering from a laser
over 500 wavefornm and smoothed using a digital n-
pole Bessel filter with a 700 ps risetime. Each pulse is also included in Fig. 2(a). Data were
waveform in (b) was obtained by summing 20 acquired using random equivalent time sampling atI individual records of 20464 points acquired at 1 GHz. an effective rate of 20 Gsamples/s. The
The symbols in (b) designate actual data points, while waveforms in Fig. 2 were smoothed using a digital
the lines in (a) and (b) are cubic spline fits between n-pole filter with a time constant of 700 ps after
data points. Due to the greater point density for the averaging approximately 500 waveforms. The
equivalent-time data, individual data are not d~isp~layedFWMothlaepusisprxmtly2sin() FWHM of the laser pulse is approximately 2 ns
in (a).

while that of the fluorescence decay is

I
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approximately 6 ns. Since the instrument response time is on the same order of magnitude as I
the lifetime of the decay, a convolute-and-compare technique must be utilized to obtain the
lifetime.

Because the equivalent-time mode requires an acquistion time greater than the time scale
of turbulence, it is only suitable for measuring the average quenching environment at a specific
location in the flame. A technique employing real-time sampling of the fluorescence decays
yields similar results to the equivalent-time method while utilizing an acquisition rate on the time
scale of turbulence'. To simulate real-time data samples without re-arming, successive real-time
data samples were combined via a trigger from the laser mode-iocker. A record of the
fluorescence signal is analyzed by dividing it into data ranges, the temporal width of the ranges
being equal to the inverse of the laser repetition rate. Each of these data ranges is divided into
bins with a temporal width equal to the inverse of the acquisition rate. The data points are
accumulated to generate a composite decay. Unfortunately, multiple data files are required to
reconstruct a suitable decay. At the acquisition rate of 1 Gsample/s, the maximum number of
points which can be acquired before the system must re-arm is 20464. The resulting 20.5 ps
sampling time was not sufficient to adequately resolve the decay from the background emission.
By obtaining 20 files at 1 Gsamplels (for a total sampling time of 409 ps), a meaningful
fluorescence decay can be reconstructed. Figure 2(b) displays a composite fluorescence decay
of sodium using the real-time technique, as well as the measured system response to scattered
laser light. If not limited by the memory of the high-baudwidth channel, PTIF could be used
to correct the fluorescence signal for variations in the quenching environment on the tdme scale
of turbulence.

A quantitative comparison of equivalent-time and real-time lifetimes was conducted by
measuring the fluorescence lifetime via each method as a function of position in the flame. The
results are shown in Fig. 3. The error bars (±2a) were determined from a statistical analysis
using 20 trials of each method at one location in the flame (r - 2 mm). The mean (p) and
sample standard deviation (a) of the fluorescence lifetimes were calculated for both goups of
20 trials and fractional errors (p I/a) were determined. The resulting fractional error was 0.100

for the equivalent-time method and 0.087 for the
real-time method. These fractional errors are

0 .mrn assumed to be independent of position in the
A.%0,.T.Ime flame.

1.2.5 I t We are currently applying the P1TLIF
SI technique to obtain time-resolved measurements

ZO - of OH in laminar and turbulent CHJ/ON 2 flames.
. -Fluorescence techniques for OH require laser

15 1wavelengths in the ultraviolet (e.g., -308 nm).
__. ________ _. _, This is accomplished with the use of an LiIO3

0 1 2 3 4 crystal which frequency-doubles visible light from
RAdial Dbtanc (mm) the dye laser to the ultraviolet. The current

Fima 3. Equivalent-time and real-time fluorescence system also utilizes a cavity-dumper to increase
lifetimes at x -10 mm for different radial positions. peak pulse power (while lowering the pulse
The uncertainty ranges for both methods (± 2a) are
calculated from afractional error determined fromthe repetition rate); this allows for more effective
standard deviation of 20 lifetimes acquired at r . 2 frequency-doubling to the ultraviolet
Mwavelengths. A 1/4-meter monochromator placed
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I in the detection path is used to reduce background - -

flame emission. Figure 4 displays an OH -- Om Rcsy

fluorescence decay obtained 4 mm above the
burner surface in a flat laminar CH,/0 2/N2 flame
with unity equivalence ratio. The decay was . ,

obtained using random equivalent-time samplingm I

at an effective rate of 10 Gsamples/s. A total of
500 waveforms were averaged and a 900 ps n- .

pole Bessel filter was utilized to obtain a smooth ,
fluorescence decay. A fluorescence lifetime of e
1.9 ns was measured using the convolute and
compare method. Bergano et al." measured the - -
lifetime of OH to be 1.83 ns in a laminar,
premixed CHair flame using a streak camera
and a low-repetition rate (10 Hz) las system. .0 10.0 20

Time (ns)

We have demonstrated that variations in the Figure 4. Nomuzed equivalent-time instnment

quenching environment can be measured utilizing responses and OH fluorescence decays induced by
the picosecond laser. Each waveform was obtainedthe high-bandwidth system in a random using equivalent-time sampling averaged over 500

equivalent time sampling mode and also via real- waveforms and smoothed using a digital n-pole
time sampling. These measurements make it Bessel filter with a 900 ps risetime.
possible to correct the concentration
measurements for collisional quenching. Future work will focus on measuring quenching rate
coefficients of OH measured in near-adiabatic, laminar CH4/02/N2 flames and comparing these
to quenching rate coefficients determined by assuming equilibrium chemistry and using known

I collisional cross-sections for the major quenchers in these flames. PDFs and PSDs of OH
concentration obtained in turbulent flames will show the potential of the technique to make
quantitative measurements of minor species concentrations in practical combustion systems.I
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I 2. J. 0. Keller, J. L. Ellzey, R. W. Pitz, I. G. Shepherd and J. W. Daily, "The structure and
dynamics of reacting plane mixing layers", Experiments in Fluids, 6, 33 (1988).

1 3. M. C. Drake and R. W. Pitz, "Comparison of turbulent diffusion flame measurements of
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Energy Conversion Device Diagnostics
Prinicipal Investigator: B.N. Ganguly
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Wright-Patterson AFB, OH 45433-7919

SUMMARY/OVERVIEW: The effect of reacting and non-reacting gas
additives on soot formation in premixed propane-oxygen flame has
been investigated. Transmission, scattering and temperature
measurements were made at several downstream locations. The soot
volume fraction, particle radius, and number density were derived
from 488 nm laser beam transmission and Hie scattering
measurements. The temperature was measured by a two color
pyrometer. The sooting characteristics show nearly identical
behavior with argon and nitrogen flame dilution. The small
quantities of SF, additive were found to be an effective soot
suppressor for propane-oxygen flame.

TECHNICAL DISSCUSSION: The effects of additives on soot
growth/suppression are being studied in a premixed propane-oxygen
flame, using a flat flame burner. The soot volume fraction, soot
diameter, soot density and the flame (soot) temperature have been
simultaneously measured to permit correlation of soot reduction
with nitrogen, argon and SF, gas additives.

Three non-intrusive optical techniques are used to measure the
Hie scattering, the laser transmission and the flame (soot)
temperature". The Mie scattering is measured at a 900 scattering
angle with both the incident and the scattered beam vertically
polarized. The extinction measurement is performed with the laser
beam split into a 50-50 ratio before entering a mechanical chopper.
The reference and the probe beams are aligned to yield a 1800 out
of phase signal so that in absence of any attenuation of the probe
beam, the signal obtained from the lock-in amplifier is zero. This
detection arrangement not only removes incoherent noise, it also
helps to reduce coherent laser and detector noise. This
experimental approach significantly improves the signal to noise
for beam attenuation measurement under low extinction (low soot)
conditions.

A line of sight integrated two color pyrometric technique is
used to measure soot temperature. The radiometric measurements at
980 n and 1600n are corrected for- the optical signal attenuation
to obtain the soot surface temperature. The gas temperature, for
optically thin flames, is obtained by the same radiometric setup
with a 10 micron SiC fiber acting as a grey body emitter'.

The effect of gas dilution on soot has been measured for the
equivalence ratios between 2.0 and 2.7, at several post reaction
zone locations, with nitrogen, argon and SF6. The influence of
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argon flow on temperature, Mie scattering and transmission are
shown in figute 1 for 4*2.06 and 8 ma above the burner head. Note
that the transmission and the temperature variations both exhibit
monotonic dependance on argon flow. The observed soot temperature
increase is due to the flame streching and the soot volume fraction
reduction (inversely proportional to the transmission) is due to
both the temperature increase and the flame dilution.

The flame dilution with nitrogen exhibit soot behavior similar
to the argon flame dilution. A comparison of the soot volume
fraction change with temperature (flow rate) for argon and nitrogen
flame dilution is shown in figure 2. This measurement was made at
19 mm from the burner head and at the same equivalence ratio as theIdata shown in figure 1.

The SF, additive has been known to reduce soot in ethylene
flame3. The effect SF additive on transmission, Mie scattering and
soot temperature in a heavily sooted (#=2.57) propane-oxygen flame
is shown in figure 3. Note that a small amount of SF, additive (-
100 ml/min) significantly increases the transmission and decreases
Hie scattering intensity. Obviously SF6 participates in the flame
chemistry to modify soot formation.

The soot volume fraction change with the SF. flow rate is
shown in figure 4. Assuming the soot particles are spherical and
that no agglomeration occurs, the soot particle radius and soot
number density can be estimated from the transmission and the Hie
scattering measurements. The scattering intensity is normalized
with respect to the N2 Rayleigh scattering measurement. The soot
particle radius and the number density variation with the SF6 flow
rate are also shown in figure 4. Note that at low SF6 flow rate
the soot particle radius does not change and the soot number
density decreases. This behavior is opposite to the effects
demonstrated by the metal additives.

REFERENCES
1. 0. L. Gulder and D. R. Snelling, Combust. Flame 92, 115-124
(1993) and other references therein.

2. L. P. Goss, V. Vilimpoc, B. Sarka and W. F. Lynn, Jour. Engr.
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(1989).
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(AFOSR Grant No. 94-1-0135)

Co-Principal Investigator Richard K. Chang

Yale University
Department of Applied Physics and Center fbr Laser DiagnosticsI New Haven, Connecticut 06520-8284

I SUMMARY/OVERVIEW

Noninstrusive in-situ optical diagnostics techniques have the potential to determine the
chemical species and physical properties of imlticomp-nent liquid droplets in a spray combustor.
Our research is directed toward t understanding of nonlinear optical interactions occuring within
individual droplets which decrease in size because of the evaporative process and are deformed in
shape because of inertial effects. One of the ky objectives of the research is to extract fiom the
nonlinear optical spectra, information pertaining to the evaporation rate of closely spaced flowing
droplets and to droplet shape defomations. The two main research results during the past year
are: (1) the determination of evaporation rates of various droplets in a segmented stream flowing
at a constant speed;1 (2) the realization that the wavelength of the lasing emission emerging from
different portions of the droplet rim contains information on the droplet deformation shape
(i.e., whether it is an oblate or prolate spheriod), as well as on the droplet deformation
amplitide.2

I TECHNICAL DISCUSSION

11c spherical liquid-air interface of a droplet, with radius a much larger than the wavelength,

acts as an optical cavity. The normal modes of a dielectric sphere ar referred to as morphology-
dependent resonances (MDRs), which occur at discrete size parameters xn, t = 2 iAaAj, where
(Xj's are discrete wavelengths. The index n designates the MDR mode number, angular
momentum of the mode, or 1/2 of the number of intensity maxima around the equatorial plane. The
index A designates the mode order, radial mode number, or the number of angle-averaged intensity
maxima along the radial direction. For a perfect sphere, a MDR at xn,j is (2n + 1) degenerate,
i.e., the fiequency of this MDR is independent of the azimuthal mode number mn, which can assume
values ±n, ±(n - 1) .....,0.

For a spheroid with an axisymmetric z-axis, perturbation theory has shown that each of the (n + 1)
MDRs is frequency shifted from the (2n + 1)-degenerate MDR of a spherical droplet When the
distortion amplitude is small, the perturabtion theory3 provides an analytical expression for the

MDR frequency of a spheroid that depends on m2,

AW (m) - el 3m2]1

wo 6L na4)J

wherec 0o is the frequency of a MDR at xn,1, and the distortion amplitude is e = (re - rp)/a <<1. The
droplet polar and equatorial radii are rp and re, respectively. The radius of the equivolume sphere is
a. Note that the frequency shift to the "red" or to the "blue" (i.e., Aw = ±) is dependent on the sign
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ofe& Thus, the shape deformation (whether it is oblate or prolate) as well as the distortion
ampide can b specoy determined.

We make use of the frequency shifts of MDRs to deduce the radius decrease of droplets which are
closely spaced and hence, hydrodynamically affecting the evaporation rate of various droplets in the
flow field? The wavelength shift of a MDR (AX) is simply related to the droplet radius change as

follows: Aa = (aA) AX. Results from a continuous stream and a segmented stream are compared.?
We also make use of the degeneracy-split spectra of MDRs to determine the deformation amplitude
as well as the deformation shape of flowing droplets.2

In order to determine the evaporation rate, Fig. 1 shows the experimental setup that is able to detect
simultaneously the MDR peaks in the lasing emission from numerous droplets in a continuous
droplet stream or in an isolated droplet-stream segment. When the droplet a decreases to a - Aa,
the wavelength location of each MDR is correspondingly "blue" shifted (- AX), because a shorter
wavelength is needed to fit into the new circumference (see Fig. 2). The lasing MDR spec from
closely spaced droplets in a segmented stam is shown in Fig. 3. Note that the lasing MDR
wavelengths of leading droplets occur at progressively shorter wavelength, indicating that these
droplets are smaller than the trailing droplets (see Fig. 3). The lasing spectrum of the lead droplet is
a continuum, because the lead droplet has three times the volume of the trailing droplets and
consequently, largely distorted. The evaporation rates of different droplets in the segmented stream
are summarized in Fig. 4.

In order to detrmine the deformation shape and amplitude, we use the same experimetal setup that
is shown in Fig. 1. We realized that the differemt azimuthal modes m have a different inclination
with respect to the droplet axisymmetric axis, z. The lasing emission along the entire droplet rim
would have a different frequency, because each bn modes of a spheriod have a different frequency.
The wavelength variation should from a parabola (see Fig. 5), starting from the droplet poles and
ending on the droplet equatorial plane. When the individual droplets are imaged onto the entrance
slit of an image-preserving spectrograph (see left side of Fig. 6), the resultant lasing spectra from
five droplets are shown on the right side of Fig. 6. By observing the =)- and c-shaped spectra, we
can deduce that the droplet shape varies from prolate to nearly spherical to oblate, even though the
actual photographs indicate that the droplets are spherical, at 15 mm down stream from the orifice.
Figure 7 shows the lasing spectrum from a single droplet, which is greatly magnified onto the
entrance slit. The spatially preserved lasing spectum forms a parabolic shape. We deduce from the
23- shaped spectrum that this droplet has a deformed shape of a prolate spheriod with a deformation
amplitude ofe = 4 x 10-3.
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I SUMMARY/OVERVIEW:

The research program concerns detailed three-dimensional interactions of simulated turbu-
lent flow structures with individual droplets. Initially cylindrical vortices advect past a sphere,
Navier-Stoks equation describe the unsteady flow field. F'mite-difference computations yield flow
properties plus temporal behavior of lift, drag, and moment coefficients on the sphere. Useful
correations for these coefficients are obtained.

AUTHORS
ATOS W.A. Sirignano S.E. Elghobashi L Kim

S TECHNICAL DISCUSSION

Droplet - Turbulent Interaction Over a Wide Spectral Range
A theoretical/computational analysis of the interactions of droplets with a turbulent field is

being conducted. We are particularly interested in the important and challenging high-frequency
domain where turbulent length scales are comparable to droplet size. To simulate the three-
dimensional, unsteady interactions, a Navier-Stokes solver was developed. The alternating-Direction-
Predictor-Corrector scheme and a pressure correction equation are employed.

We first investigated three-dimensional flow interactions between a vortical (initially cylindrical)
structure flowing with the free stream and a spherical particle fixed in space. A schematic of this
problem is shown in Fqre 1-a where the vortex tube, whose diameter is of the order of the sphere
diameter, is initially located ten radii upstream from the center of the spbere. The vortex tube has
a small core region with a radius a normalized by the sphere radius. The velocity induced by a
vortex tube approaches zero as the distance from the center of the vortex tube goes to zero, and at
distances greater than o, the induced velocity is similar to the point vortex. Initially, the lift forces
are positive due to upwash on the sphere, then become negative due to downwash and higher fluid
velocity near the bottom of the sphere when the vortex tube passes the sphere.

We examined the effects of the size of the vortex tube on the flow field by performing compu-
tatious for Re (Reynolds number) = 100, d*11 (offset distance) = 0, and five different sizes of the
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vortex tube, 0.-25 < v 4 in addition to the base case = -1. Each simulation is performed with two
different values of v,,., = 0.1 and 0.3, where v,, denotes the maximum fluctuation velocity due
to the vortex tube and equals to the circulation of the vortex tube divided by (2 r). Table 1 shows
the rums lift and moment coefficients as a function of ,.. for six different initial radii of the vortex
tube, a = 4,3,2,1,0.5, and 0.25. The root mean square (rms) is evaluated for the dimensionless
time span 23.4. All the coefficients are linearly proportional to v,.. at each cr. When a >_ 2, all
the coefficients become ir6dependent of a. When o approaches zero, all the coefficients should be
proportional to (or,,,) which is the cinculation of the vortex tube divided by 2-K (r. = 2ruv...).
For example, CL,,,.. is expressed by

CL,,,, = C1 ,,, 2_5o_54 (1)

= v. , , 0.25 o < 2, 0.75 > n > 0.5, (2)

where the constant c, = 1 and c2 = 0.65, and n depends on a and should approach unity as a
reaches zero. Cm,-", are also expressed by equation (1) and (2) with c, = 0.055 and c2 = 0.05.
The time averaged value of the deviation of the drag coefficient from that of the axisymmetric flow
past a sphere for all values of a, is nearly zero (O(10-1)).

In summary, the lift and moment coefficients depend only on circulation at small values of a,
while they depend only on v,, (and not a) at large values of a. For mid-range values of a, they
depend on both o and v.. (or equivalently both o, and r.).

In order to examine in more detail the effects of the size of the vortex tube to the drag on the
sphere, we performed the same calculation as the above but with d.11 = -2. The behavior of the
deviation of the drag coefficient from that of the axisymmetric flow past a sphere is similar to that
of the lift and moment coefficients described above. For example, CD,.,. averaged over time span
23.4 is expressed by

CD,,, = CD,. + cl v,,, 2:_< 4 (3)

= CD,..,i + c2 v.oa', 0.25_.a<2, 0.75en>0.5, (4)

where the constant el = -0.45 and c2 = -0.28, and n depends on a and should approach unity
as a, reaches zero. CD,., in equations (3) and (4) represents the time averaged value of the drag
coefficent in the ame of v,f.. =0.

The effect of Reynolds number ( 205 .Re . 80 ) on the rms lift and moment coeffcients was
investigated for the vortex size 1 < a 5 4. The rms lift and moment coefficients are linearly
proportionalonly to v,, and independent of a when o > 2 at fixed Reynolds number as described
above for Re = 100 and expressed by

CL,,,,. = 6.3 v,., Re 0 "4  (5)

CM,,. = 2.9 v.. Re - ° ' , (6)

where the root mean square (rms) is evaluated for the dimensionless time span 23.4.
We summarize our findings which are directly relevant to practical applications as below.
(i) The deflection of the particle path will depend on the magnitude of the rms lift coefficient

(equation (5)) and the ratio, p,, of the particle density to that of the carrier fluid (CL = Sp,.A, where
A is the dimensionless acceleration of the particle due to the lift force). This result provides a simple
method to estimate the deflection of particle trajectory in the dilute particle-laden turbulent flow.
Equation (5) and the nondimensionalized Newton's second law shows that the deflection becomes
slowly higher as Reynolds number becomes smaller.
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i (i) The magnitude of the rms moment coefficient of the particle is one order magnitude less

than that of the rms lift coefficient when Re > 20. However, we can deduce from equation (6)
that the moment will be important, and its magnitude will be comparable to that of the lift when
Re <1.

(iii) When a vortex tube advected by a uniform free stream approaches a sphere, the sphere
experiences lower drug than that of a sphere subjected to an axisymmetric flow if the sphere were
free to move rather than fixed, unless the initial offset distance of the vortex tube is large positive.
The lower drag is caused by the upward motion of the sphere due to the upwash of the approaching
vortex tube, and thus the center of the vortex tube would be located below the front stagnation
point of the sphere. This causes lower dynamic pressure ahead of the front stagnation point.

(iv) We observe some interesting flow phenomen& in the near wake as a function of time
on the passage of the vortex tube as shown in Figure 2, which displays the pseudo-streamlines
(eft column) and y-component of the vorticity (right column) in the x-z symmetry plane at
t = 0,1,6,9,10, and 11 for Re = 100, d. 1 = 0, a = 1, and v. = r,/(2ro) = 0.4. The contour
values of the pseudo-streamlines are 0, +0.02, +0.1, ±0.3. The contour values of the vorticity areI -0.4, *0.5, *0.8, :1.4, ±2, with the highest magnitude at the sphere surface.

We now investigating three-dimensional flow interactions between a pair of vortex tubes flowing
with the free stream and a spherical particle fixed in space as shown in Figure 1-b.

The lift coefficients of the sphere as a function of time were computed for Re = 100, d.! = 1.5,
and or = 1 with for four different maximum fluctuation velocities due to the vortex tubes rotating
counter-clockwise. The rms lift coefficient is linearly proportional to v. as in the case of the
interaction of a single vortex tube with a sphere. More investigations, for example, on the vortex
tubes rotating in different direction, are underway.

doffg 0.3 0.30 0.0161

U 
0.1 0.102 0.00546

0.3 0.299 0.0169
0.1 0.0997 0.0051

Y a=2
0.3 0.271 0.0169

Figure 1-a Flow geometry and coriaefroevre ue0.1 0.090T 0.00593

0.3 0.195 0.0138

0.3 0.119 0.00953
- dof 0.1 0.0402 0.00355

= 0.25I 0.3 0.0660 0.00,58
0.1 0.021 0.00210

i y Table 1. Rms lift and moment coefficiets

as a function of v.,. for six

Figure 1-b Flow geometry for a pair of vortex tubes different radii of the vortex tube.

I
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SUMMARY

IAn experimental and computational effort has been directed towards aspects of the
interaction between spray droplets and turbulence in a shear flow. Earlier phases of
the project were concerned with single droplets in a round, turbulent jet. The
experimental results have shown that a turbulent Stokes number near unity leads to a
particle diffusivity greater than the fluid diffusivity. Large Eddy Simulations of the
process were completed with a Smagorinsky model for sub-grid scale effects. Current
efforts are directed towards extending the research into actual sprays. The
experimental group recently demonstrated that it is possible to track the motion of an
individual fluorescent particle within a turbulent spray. The numerical scheme has

i been extended to include many particles in the flow that modify the turbulence of the
continuous phase.

TECHNICAL DISCUSSION

Theory and Computation

Direct simulation of turbulent round jets and turbulent sprays is not within the
capabilities of present computers. The mass loading of realistic sprays in a turbulent
environment is several orders of magnitude too high for the available computer
memory and speed. Therefore, the computation of the turbulent flow field is based
on the notion of simulating the large eddies and modelling the effect of the small and
unresolved eddies on the large and resolved ones as described in the contract
proposal. The work on the LES model for the continuous phase is concluded using
the Smagorinsky model for the sub-grid-scale motion. Furthermore, a simple model
for the effect of the particles on the continuous phase was developed, which is
essentially a momentum balance for a fluid volume containing particles moving
relative to the continuous phase. The current theoretical work is aimed at the
simulation of particle subsets using stochastic differential equations that reflect
not only the interaction of particles with the continuous phase, but also the change in
particle numbers in a subdomain of the flow field that moves with a velocity averaged
over the particles. The result should allow a Lagrangian -type treatment of higher
particle loading without using two-fluid models for the particulate phase.

The present status of the prediction model for particle transport in turbulent jets is
illustrated in Fig. 1 and Fig.2. The turbulent flow in a round jet at the Reynolds
number Re= 13000 is simulated with the LES model; particles are injected uniformly
at the entrance section with a velocity vp = 0.448 m s-1 smaller than the velocity of
the continuous phase, which is v = 13 m s- I in the core region. Thirty four particlesare injected every tenth time step corresponding to a mass loading of 2.3%. The first
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figure shows the scatter plot of the particles at x/D= 14. The model for the effect of
the unresolved motion of the continuous phase is not yet included in the particle
equations. Hence, particles form in some instances coherent strings which would be
diffused by the random process describing the small scale effects. The particles have
a distinct effect on the continous phase as Fig.2 shows. The upper graph contains
the flow field without the effect of the particles on the continuous phase and
the lower graph the flow field for the same conditions with the particle effect. The
particles are injected at lower velocity than the continuous phase and act as an I
additional disturbance. The roll-up of the shear layer is accelerated and starts further
upstream than in the lower graph, but the development of large structures
downstream is reduced.

Experiments

Droplet dispersion has been measured in a turbulent round jet of air issuing into still I
air. Individual droplets were formed with a piezo-electric device; they were injected
onto the centerline of the jet. Their location across the jet was measured at different
axial stations with a laser sheet and position sensing photomultiplier tube.

Measurements of droplet dispersion in an isothermal, non-reacting flow have been
obtained with variations in droplet response times and turbulence time scales. The
Reynolds numbers of a round jet have been varied from 10,000 to 30,000. The
nozzle diameter has been varied from 7 to 12 rm. Two droplet sizes have been
investigated viz., 60 pm and 90 m. Results were analyzed in terms of the turbulent
Stokes numbers based on the droplet response time and the integral time scale.

Dispersion (mean square displacement of the droplets from the centerline of the jet)
was measured as a function of time of flight. The curve of mean square displacement
has been differentiated with respect to time to obtain droplet diffusivity. The droplet
diffusivity has been compared with the eddy diffusivity in terms of an inverse particle
Schmidt number as a function of the turbulence Stokes number. The results that are
presented in Fig. 3 indicate that as the Stokes number tends to zero, the Schmidt
number tends to unity as the droplets approach the behavior of a fluid particle. At
large Stokes numbers, the inverse Schmidt number attains a maximum around a
Stokes number of 1.

The latest phase of the experimental research involves the addition of a spray to the
jet. an ultrasonic atomizer is use produce a fine spray with a SMD of around 50 gm.
The spray is introduced tangentially to the flow of air through a chamber as shown in

Fig. 4. The chamber is designed to have a small flow of air through the walls and
through the central tube to prevent the spray hitting the walls and creating drips.
Single droplets that are seeded with fluorescein dye are created at the top of the
chamber with a piezoelectric droplet generator. The fluorescent droplet passes through
the spray to leave the nozzle on the centerline. As it passes through an Argon ion laser
sheet, it emits fluorescence at a longer wavelength. The fluorescence is detected by a
position sensing photomultiplier tube to yield a measure of the location and velocity of
the particle.

A major challenge over the past year has been to obtain good signals from the
fluorescent particles in the very strong background Mie scattering from the spray. The
background scattering has been blocked with a Raman filter followed by a colored
glass long pass filter. The combination of filters offers up to 6 orders of magnitude
rejection of the laser wavelength.
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It has beendemonstrated recently that it is possible to detect droplets as small as 30
pm against the scattering from a spray with a mass loading as high as 7%. The signal
to noise ratio is excellent. It will be possible with this technique to determine the
impact of the mass loading on the dispersion of the individual droplet a function of the
time of flight and the droplet velocity.
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I ATOMIZATION OF VISCOUS LIQUID SHEETS
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g
A numerical solution of the problem of the nonlinear instability of
a viscous liquid sheet issued in a quiescent inviscid gas has been
obtained by the Spectral method. The temporal and spatial evolution
of the liquid-gas interface undergoing symmetric or antisymmetric
disturbances is Investigated. The sheet breakup-length and the size
of the drops produced by the disintegration of the sheet are
estimated. The effects of the physical properties of the sheet and
surrounding gas on instability are examined.

EZINICAL DISCUSSION

We consider the problem of nonlinear instability of a viscous
liquid sheet of thickness 2a that is issued from a nozzle at a
velocity U into a quiescent inviscid gas medium. The velocity U is
small compared to the velocity of sound; thus the assumption of
incompressibility for both fluids is valid. The viscosity of the
gas is neglected following Taylor' s' treatment of a related problem.
The x-axis is parallel to the direction of the velocity U, and the
y-axis is normal to the undisturbed sheet with its origin at the
midplane of the sheet. The Orr-Sommerfeld equation governing the

I liquid motion is given by:
WV,,t - V V2 (V2) + U V2* X + j, V2*X - 'X V2#y = o

I where 0 is the stream function, t is time, P is kinematic viscosity
of liquid and V 2 = 8. + a,. Subscripts t, x, and y denote partial
differentiation. The boundary conditions are that the y-component
velocity at the interface is equal to the total derivative of the
interface displacement. Since the surrounding gas medium is assumed
to be inviscid, the tangential stresses should vanish at the
interface. The normal stresses across the interface should be
balanced. Hence, at y = il - (-i)J a, where j=l for the upper and
j-2 for the lower interface, , is the surface disturbance, we have

v = + (U + u) ni
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-p + 2 p = - - (-l)i Po1

where, u, v are the velocity components in the x, y directions,
respectively, A is the liquid dynamic viscosity, p is the liquid
pressure, p. is the gas pressure, and p, is the pressure due to
surface tension, pA = a Vjn (1 + n)-". The continuity equation for
the inviscid gas medium may be expressed in terms of a velocity
potential, 4i, such that V2 - 0. The boundary conditions for the
gas require that across the liquid-gas interface the normal
velocity be continuous, and far away from the liquid surface the
disturbance decay to zero. Hence,

Vg=l jt + UgljX at j - (-I)J a

v=0 at y=*-

The liquid and gas pressures may be expressed in terms of &, 4.
respectively, by using the relevant momentum equation. It is
assumed that s, 0i, and q admit expansions in the form of Fourier
series in x, with the coefficients function of t only. The series
expansion for 0, #j are multiplied by a term that is a function of
{"only derived from the corresponding linear instability solution
given by Ibrahim. The series representation of il is multiplied by
VO, the amplitude of the initial disturbance. The Spectral method
is used to obtain a numerical solution of the problem. The unknowns
are the coefficients in the Fourier series expansions. The initial
conditions are provided by the linear instability solution of
Ibrahim. The resulting initial-value problem is solved by a fourth-
order multistep predictor-corrector scheme similar to that
described in Burden and Faires3.

The numerical solution provides the temporal and spatial evolution
of the liquid-gas interface originating from symmetric or
antisymmetric disturbances. It is found that maximum thinning and
subsequent rupture of the sheet into ligaments occur at positions
corresponding to one or one-half of the length of the fundamental
wave for symmetric and antisymmetric disturbances, respectively.
This is in agreement with the results of Dombrowski and Hooper 4 and
Rangel and Sirignano. -The breakup length of an attenuating sheet
may be defined by the implicit equation, V2 (x.',t) - ij,(x*,t*) = 2a,
where x ° denotes the breakup length and t* is the breakup time.
Figure 1 shows representative results of the variation of
dimensionless breakup length with liquid Weber number for water
sheet in atmospheric air. The values of breakup length compare
favorably with the experimental measurements of Dombrowski and
Hooper4. To estimate the size of the drops produced by the
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l fragmentation -of ligaments, we employ the secondary breakup formula
of O Rourke and Amsden'

I R32 - R[I + 20 1 dt/bI1

I where Rn is the Sauter mean radius, R is the radius of the
ligament, p is liquid density, a is surface tension and (dy/dt)b is
the rate of drop deformation at breakup which is provided by
Ibrahim et al. 7 The radius of the ligament at breakup is calculated
by a mass balance to be R - (8a/k)"2 where k is the wave number.
Some preliminary computations of the variation of dimensionless
drop Sauter mean radius with Reynolds number are shown in Figure 2.
drop
The size of the drops fall within the experimental values reportedin Mansour and Chigier'. However, more validations and refinements

of the computational technique are still needed. Figure 3 shows the
effect of liquid viscosity on the instability of liquid sheets. It
is seen that liquid viscosity, affected through Reynolds number,
reduces both the disturbance growth rate and shifts the dominant
wave the disturbances to a longer wavelength. Figure 4 illustrates
the effect of gas to liquid density ratio on the growth rate of
instability due to antisymmetrical disturbances. It is shown that
an increase in gas to liquid density ratio increases the growth
rate and dominant wavenumber of the antisymmetrical disturbances as
long as the density ratio is less than the gas Weber number. Once
the density ratio becomes greater than the gas Weber number the
disturbance growth rate is reduced. A density ratio higher than the
gas Weber number shifts the mechanism of instability from
aerodynamic to the viscosity enhanced instability discovered by Li
and Tankin. The effect of surface tension is to oppose the
development of instability.
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IUSE OF MAXIMUM ENTROPY PRINCIPLE AS A GUIDE
IN DESIGN OF SPRAY NOZZLES

I(AFOSR Contract No. F49620-92-J-0389)

I Principal Investigator: Richard S. Tankin

IMechanical Engineering Department
McCormick School of Engineering

Northwestern University
Evanston, Illinois 60208

I

I SUMMARY:

An Ektapro motion analyzer was used to measure the size distribution of
droplets generated by the disintegration of a cylindrical liquid jet. The liquid jet
breakup under consideration contains satellite droplets interspersed among the
primary droplets - thus resulting in a bi-modal size distribution. The maximum
entropy principle is used to model this phenomenon. Agreement between the
model and the measurements is reasonably good.

IAUTHORS:
Long P. Chin. Systems Research Laboratories, Inc.; Thomas Jackson, Wright-
Patterson Air Force Base; P. C. Hsing and Richard S. Tankin, Northwestern
University

I TECHNICAL DISCUSSION:

The purpose of the present study is to show that the maximum entropy
model is very robust It has been applied successfully yielding a uniform size
distribution and a skewed mono-modal size distribution. In this presentation, it
will be shown that it can yield a bi-modal size distribution. The distribution dependsIon the initial flow conditions and the constraints imposed. A schematic diagram of
the apparatus used to study the evolution of the bi-modal droplets is illustrated in
Figure 1. A compressed air supply forces the water from a reservoir through a filter
to a nozzle assembly. The nozzle assembly, consisting of a sapphire orifice with a
0.08 cm hole, is positioned vertical with the fluid exiting downward. An image
analyzer system manufactured by Kodak was arranged to take pictures of the waterIdroplets. The water issues from the nozzle assembly as a liquid column. This liquid
column breaks up into droplets about 10cm from the orifice. In the experiment, a
total of 1017 primary droplets and 877 satellite droplets were counted and analyzed.

I
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Thus the measured ratio of the number of primary droplets to number of satellite
droplets at breakup is 1.16

In Figure 2, are images of the drops - both primary and satellite.There is little
problem in determining the diameter of the satellite drops - their shape is nearly
spherical and for measurement their size was enlarged and enhance with
appropate software. The size of the drop was estimated by fitting (by eye) a circle to
the enaged and enhanced image. On the other hand, the primary (large) droplets
are far from spherical; thus it was necessary to characterize their size with an
effective diameter. It was assumed that the droplets were ellipsoidal in shape and by
measuring their major and minor axes an area was computed using the software
Image Processing and Analysis, 01.43. The diameter of a circle with an equivalent area
was calculated and its diameter becomes the effective diameter for the droplet.
Figure 3 contains a plot of the experimentally determined size distributionThe
important point is that the size distribution has two large peaks - one due to the
satellite drops and the other due to the primary drops - with essentially no droplet
sizes between these peaks.

Detailed formulation and derivation of the maximum entropy principle have
been published 1,2. However, there is one significant modification in the theory. The
theory, as presented previously, is based on the assumption that the droplets are
spherical. In the present study, there is no major problem with the satellite drops -
in most instances they are nearly spherical; however the primary (large) drops are
far from spherical. To account for this non-spherical shape, two new constraints
were introduced that are related to mean surface to volume ratio. One constraint is
proportional to U and the other is inversely proportional D.

Once the source terms are estimated, the distribution for droplet size isobtained from the following equation:

IL(=3 )[ef(.~ I ef X~) x p[ -Oco _ (aCZ 2)3 cx4B5 2- a 5 D- a6lY1J

dD 2 a3 4 3

where erf(X) is the error function of X:

X=(U + &2/2)(a3)2,

Xmj=(Umni+ a 2/2q3)(ot3D )2

This equation is plotted in Figure 3. One can see there is reasonably good agreement
between the experimental size distribution and the computed size distribution. Also
shown in Figure 3 is the size distribution (with the same source terms) but with
assumption that the droplets are spherical. As one can see this plot is not bi-modal
and disagrees with the experimental data.
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FUELS COMBUSTION RESEARCH

AFOSR Task 2308 S7

Principal Investigators: T. A. Jackson and W. M. Roquemore

I USAF Wright Laboratory
WIJPOSF Bldg 490

1790 Loop Rd N
Wright-Patterson AFB OH 45433-7103

SUMMARY/OVERVIEW:

The focus of this research task is to develop and assimilate the necessary fundamental
understanding of fuel injection and fuel-air mixing processes to advance the technology of gas

I turbine combustion. Research on fuel injection has included studies of isolated and interacting
droplets, the atomization process itself, and non-intrusive measurements of dense, reacting sprays.
Research on fuel-air mixing has included buoyancy-driven, gaseous-fueled flames and swirl-I driven, turbulent, liquid-fueled flames. The impact of turbulence on reaction processes is of
primary consideration. The specific direction of research in both general areas is set by a
continuous dialogue with the gas turbine community on pressing issues such as flame stability,
emissions control, and efficient, high temp rise combustion; these "applicadon" problemsI expose the lack of fundamental understanding of key mixing and kinetic phenomena. This abstract
addresses only the spray research portion of the task.

I TECHNICAL DISCUSSION:

Advances have been made over the last year in three areas of spray researh within this task.
These have included studying the evaporation of interacting, single droplets, enhancing the energy
of atomnization through the use of acoustic stimulation, and completing the full formulation of an
atomizatio modeling approach.

I E Iments were conducted on an array of droplets emitted by a customized, acoustically-driven
droplet generator to observe the evaporation of individual droplets as a function of their relative
position in the array. Droplets were either ethanol or ethanol/acetone blends. Small changes inI droplet size were identified by measuring the spherical morphology (morphology-dependent
resonances) of each drop. Droplet evaporation rates varied according to the extent to which the
droplet is surrounded by other droplets (Figure 1). Those at the very center of the array evaporatedI slower than those along an edge, which evaporated slower than those along the comers of the
array.1 This study complements previous single droplet studies under this task which looked at
intradroplet heat and mass transport and droplet-vortex interaction. Collectively the work supports
subgrid-scale modeling efforts such as those of Bellan et aL2

Researc has continued into techniques to enhance the atomization of a fluid column beyond
conventional fluid p and air acceleration approaches. Acoustic drivers have been applied to
conventional atomi 3 in an attempt to utilize technology developed by Fluid Jet Associates in thearea of acoustically driven liquid breakup. Photographs of undriven and driven atomizer behavior
are illustrated in Figure 2.

E The full Maximum Entropy model for predicting the resultant spray from an atomization process
has been formulated.4 This formulation is three-dimensional and includes source terms for liquid-
gas heat transfer as well as for mass and momentum transfer and liquid sheet-droplet surface

120



enep exchange. Our original expectation of this approach as a predictive/design tool for liquid
Moe in'*o has been modified. The behavior of the model is very sensitive to source term

In practice this would necessitate a large amount of measurements of the gas phase
surrounding the spray as it develops. Such effort could as easily be applied to the spray itself,
partially negating the value of the prediction. An alternative application is the prediction of
variations in an atomiation process from some well established, nominal performance The utility
of such a model would be a predictive capability for assessing nozzle performance variations due to i
rmaufacturing processes or variations in wear patterns. It is the prospect of such applications that
have redirected our research on the Maximum Entropy model towards modeling well documentedand I
and classic spray problems. This has recently begun.

1. "Local Environment Effects on Evaporation Rates of Flowing Droplets," by J. Christian
Swindal, Final Report for Graduate Student Research Program, Air Force Wright Laboratory,
Sep 1993.

2. "The Behavior of Polydisperse Dense and Dilute Collection of Droplets in Vortical Flows," by
J. Bellan, Final Report for Air Force Wright Laboratory, Jan 1994.

3. "Characteristics of a Velocity-Modulated Pressure-Swirl Atomizing Spray Measured by the
Phase-Doppler Method," by F. Takahashi, WJ. Schmoll, and J.L. Dressler, AIAA 94-0558,
32nd Aerospace Sciences Meeting, Jan 1994.

4. "Maximum Entropy Formulation of Joint Droplet Distributions in Sprays," by L.P. Chin, R.S.
Tankin, T.A. Jackson, J.S. Stutrud, and G.L. Switzer, to be submitted for publication.
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Figure 1. Droplet size as a function of distance from injector and relative position in a
rectangular array of droplets (reproduced from Ref 1, Figure 9)
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Figure 2. Delevan Pressure Atomizer, (a) undriven, and (b) driven at f=5kHz, 8,OVp. p

(reproduced from Ref 3, Figure 3) af
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I FLUORESCENT DIAGNOSTICS AND FUNDAMENTAL DROPLET

PROCESSES

i ARO Grant No. DAAL03-91-G-0033

Principal Investigator:. Lynn A. MeltonICo-Principal Investigator Mchael Winter*

Department of Chemistry
University of Texas at Dallas
Richardson, TX 75083-0688

I SUMMARY/OVERVIEW:

This talk will focus on the extension of Droplet Slicing Imaging (DSI)
measurements to systems in which simultaneous Planar Laser Induced Fluorescence
(PLIF) measurements are carried out in a droplet and in the surrounding gas phase
flow field. As a result of such experiments, a new method for imaging the fiowfields
within droplets, called "layered droplets has been developed. In these experiments,
acetone, which is used for PLIF imaging of the gas phase flow field, condenses on the
surface of the hydrocarbon droplet and can also be used to image liquid phase
streamlines originating at the surface of the droplet.

New developments in exciplex fluorescence thermometry, including methods
for use of PYPYP [is-1,3-(l-pyrenyl)-propane] which make possible its use as a
thermometer in combusting systems, will also be discussed.

i TECHNICAL DISCUSSION:

"Layered Droplets" (UTRC)

Acetone has proved to be a useful fluorescent dopant for combustion studies.1

It is volatile, and its fluorescence quantum yield is independent of the oxygen
concentration. At UTRC, DSI measurements on decane droplets generated with an
aerodynamic droplet generator2 have used acetone seeded into the coflow to provide
visuarization of the flow patterns in the gas phase surrounding a falling droplet. Figure
1 shows results obtained in such experiments.

In an aerodynamic droplet generator the droplet liquid is suspended on the end
of a hypodermic needle which is located in the throat of a gas nozzle. The
surrounding gas flow strips off the liquid and forms a droplet.

When the acetone partial pressure in the gas flow of the aerodynamic droplet
generator is sufficiently high, a portion of the acetone seeded into the gas continuously
condenses on the surface of the decane droplet and forms a "layered droplet" in which

*United Technologies Research Center, East Hartford, CT 06108
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the liquid phase acetone also fluoresces. Controlling acetone partial pressure and the
droplet fall speed (residence time in the jet) directly controls the thickness of the
acetone layer deposted on the droplet.

The layered droplets have distinct advantages over the naphthalene seeded
droplets which have been used in previous DSI experiments.3 In both cases, surface
liquid is carried in to the interior of the droplet as a result of internal circulation. The
naphthalene seeded droplets rely on the quenching of fluorescence by oxygen
(streamlines by oxygen quenching, SOQ) and result in a decreased fluorescence
which much be measured against a light background. In the "layered droplet"
experiments, the decane droplet does not fluoresce, and the condensing acetone
results in a bright streamline against a dark background. The liquid phase diffusion
coefficient of acetone is smaller than that of oxygen, and hence, diffusion within the
liquid Is lessened. As a result, in contrast with the naphthalene based SOQ
experiments, the *layered droplet" technique yields stronger fluorescence signals,
enhanced image contrast and dynamic range, and more sharply defined streamlines.
These 'layered droplets" can provide new insights into the fundamental mechanisms
of droplet heating, evaporation, and combustion. Figure 2 shows a PLIF/DSI image of
a "layered droplet'.

In the naphthalene based DSI/SOQ experiments, the naphthalene
concentration is carefully chosen so that the absorbance of a laser ray along the
droplet diameter is approximately 1. This provides reasonable illumination over the
entire droplet. The optimum concentration of naphthalene is, however, dependent on
the droplet size. This constraint does not apply to "layered droplets', since in those
droplets the streamline appears bright against a dark background.

Extensions of Exciplex Fluorescence Thermometry (UTD) PYPYP has already
found use in exciplex fluorescence thermometry measurements of falling droplets.4

However its utility in combustion applications has been limited by its sensitivity to
oxygen quenching: the ratio of the exciplex intensity to the monomer intensity is
affected both by temperature (good) and oxygen (bad). A modified use of PYPYP, in
which the temperature-dependent shift of the exciplex band (to higher energies as the
temperature increases) is used as the basis for an exciplex shift thermometer (EST), is
under investigation. Preliminary studies show that, even though the total intensity in
the exciplex band decreases as the oxygen concentration increases, the band shape
does not change. As a result, it appears that EST systems can be developed for use
with oxygen partial pressures of at least one atmosphere air and perhaps higher.

Figure 3 shows fluorescence spectra of PYPYP in decane as a function of
temperature. The blue shift of the exciplex band is apparent. Figure 4 shows
calibration curves obtained for three cases; (1) nitrogen purged solutions, (2) air
purged, solutions, and (3) oxygen purged solutions. The near linearity of these
calibration curves meets the criterion described in earlier analyses of potential
systematic errors in EFT measurements of transient droplet temperatures, 5 and
consequently, use of EST systems instead of EFT systems should result in accurate
"volume averaged" droplet temperatures. The curve for the air purged solutions is
sufficiently close to that for the nitrogen purged solutions that the effect of variable
oxygen concentration within the droplet may be neglected. The EST systems are not
as sensitive as the previous EFT systems, and it is estimated that the EST
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Itemperatures will be determined within +I- 100C instead of the +1- 30C obtained with
EFT.

Further work is underway in the analysis of EST data to determine whether
there are appropriate wavelength regions for which the intensity ratios will be oxygen
independent.

In an example of "dual use technology", the PYPYP EST systems have already
been used in a project funded by Ford Motor Company. Two dimensional temperature
images of a hydrocarbon liquid which had been sprayed onto a hot steel plate were
obtained as a function of time, and the evaporation of the residual liquid was followed.

IREFERENCES
1. A. Lozano, B. Yip, and R. K. Hanson, "Acetone: a tracer for concentration

measurements in gaseous flows by planar laser-induced fluorescence",
Experiments in Fluids, 13,369 (1992).

I 2. G. J. Green, F. Takahashi, D. E. Walsh, and F. L Dryer, "Aerodynamic Device for
Generating Mono-Disperse Droplets", Rev. Sci. Instrum., 60, xx (1989).

3. M. Winter and L A. Melton, "Measurement of Internal Circulation in Droplets", Appl.
Opt., 29, 4574 (1990).

I 4. T. R. Hanlon and L. A. Melton, "Exciplex Fluorescence Thermometry of Falling
Hexadecane Droplets", Trans ASME, J. Heat Transfer, 114, 450 (1992).

5. J. Zhang and L A. Melton, "Potential Systematic Errors in Droplet Temperatures
Obtained by Fluorescence Methods", Trans ASME, J. Heat Transfer, 115, 325
(1993).I
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Figure 1. Laser-induced fluorescence from both the gas and liquid phases.
Each image was recorded after an increasing time delay after the
droplet passed a fixed point in the laboratory frame of reference.
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Figure 2. Internal structure of a bicomponent layered droplet using droplet
slicing techniques.I
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I
BREAKUP AND TURBULENCE GENERATION IN DENSE SPRAYS

(AFOSR Grant No. F49620-92-J-0399)
Principal I avestiaor. G. M. Faeth

Deparment of Aerospace Engineering
3000 FB Building
The University of Michigan
Ann Arbor, Michigan 48109-2118

SUMMARY/OVERVIEW:

Secondary drop breakup and turbulence generation by drops are being studied.
Work on secondary drop breakup has yielded information about the regimes, the
dynamics, and the outcom, of drop deformation and breakup. Results for both shock-
wave (step) and steady disturbances have been found using pulsed holography and
photography for both shock tubes and drop towers. The results have yielded new
nderstanding about drop behavior at conditions encountered during practical combustion

processes at high pressures. Current work is emphasizing effects of phase density ratios
that are crucial for understanding, and simulating, the properties of sprays at high
pressures.

Work on turbulence generation has shown that drop-generated turbulence differs
frm conventional turbulenct, and sugests that the properties of this flow involve a
stochastic combination of randomly-ariving drop (particle) wakes. Present studies show
that wake properties for these conditions exhibit a new laminar-like turbulent wake
behavior, even when drop Reynolds numbers are small, as well as a new fast-decay
region as wake mean velocities approach ambient velocity fluctuations. Current work
involve utliiang this information to interpret the properties of drop (particle)-generated
turbulence and its interactions with conventionally-generated turbulence.

I TECHNICAL DISCUSSION

I dagfi, . Past work on the structure of dense sprays has highlighted the
importance of secondary drop breakup and turbulence generation by drops (Faeth, 1990;
Ruff et al., 1989, 1991, 1992, 1994; Tseng et al., 1992a, b, 1994; P-K. Wu and Faeth,
1993; Wu et aL, 1991, 1992, 1994). Work under the present investigation is studying
these processes as discussed in the following.

Secoda r reagk.1. Studies of liquid atomization have shown that drops
produced by beau p generally are unstable to secondary breakup (Ruff et aL,
1989 , 199 1 ,191 9 4; P.-K. Wu and Faeth, 1993; Wu et al., 1991, 1992, 1994). Thus,secondary breakup is being studied during this phase of the investigation, see Hsiang and

SFaeth (192 1995, 1994) for findings thus far.

The deformation and secondary breakup of individual drops are being observed
within both a shock tube and drop (liquid/gas, liquid/liquid) towers. FlashIcinematophy and pulsed holography are used to observe the dynamics and outcomes
of breakup, while phenomenological theories are used to interpret the measurements.
Various drop generating techniques are used to create drops having a wide range of
properties - acoustic levitation, electrostatic selection and vibrating capillary tubes.

I
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Reconsiderato of drop dfrtinand breakup regimes has modified pastthini gauop a up at hig pressu near di ther naic critical point. The
earliest hypothesis was that drops broke up nar the critical point; subsequently, it was
thought that high Ohns (Oh) number eeM, due to liquid viscosity, prevented drop
def m a breakup new the critical point entirely. Our newest results concerning

breku regimes awe illustated in Fig. 1. in this cawe, phnoenological theory suggests
that breaku Weber numbers (We) become proporialto Oh at Iarg Oh; thus,
deformation and breakup ae only inhibited at large Oh conditions, not eliminated'

A second important flow regim finding has involved the transition between
dome-shaped (flat at forwar. stagnation point) and bowl-shaped (flat at rear stagnation
point) d lis transition is important because it fixes the transition between bag and
shear breakup, which involve dome-and bowl-shaped drops, respectively. These resuls
are illustrated in Fig. 2 where measureents for drops in both liquids and gases are
sum d In agreement with phenomenological theory, the transition We is
proportional to the square root of the Reynolds number, Re. This finding is very
m tan becauseit implies that the bag breakup reme becomes larger as u
desi.ratios approach unity, which is representative of high-pressure combuonconditos. Subsequent work will seek to confirm this behavior, as well as developm needed to treat breakup as a rate process at high pressu e conditions.

Hlsiang and Faeth (1992, 1993, 1994) should be consulted for other fnig bu
drop deformation and breakup during the present study. Current work is emphasin
e of liquid/gas density ratio on these properties.

ufu neration- Turbulence generation by drops controls tmiule
properties within dense sprays (eith, 1990, Ruff at aL, 19 ,11, 19, 1994). Drop-

ad turbulence diffas from conventional trbulence however, stocatic analysis
an the random arrival of dropw appears to be promising for describing this

flow (.baaarathy and Faeth, !, ,ukami t al., 1992). MThi appoach requires
information about drop wakes at mitermediate Reynolds numbers in both nonmdlent
and turbulent environments, which has been the focus of current work as described by .-S. Wu and Faeth (1993,1994a, b).

Wakes in nontubuen enviromnts exhibit classical turbulent and laminar wake
egions (J.-S. Wu and Fath, 1993). In contrast, wakes in turbulent enviranmnts only

exhibit a laminar-like turbulent wake region that has not been observed before (J.-S. Wu
and Faeth, 1994a, b). Disibuionsof mean sneamwise velocities, U, ae plotted in Fig.
3 as a function of similarity variables for laminar wakes but with an enhanced effective
viscosity, vt, due to the presence of ubulence (see .-S. Wu and Faeth (1994a, b) for
other notation). It is evident that the wakes exhibit laminar-like scaling.

The key factor for laminar-like turbulent wake behavior involves the behavior of
vt. Figure 4 is an illustration of vt normalized by the molecular viscosity, v, plotted as
a function of the sphere Reynolds number, Re, with turbulence intensity as a parameter.
Values of vt/v are independent of position in the wake but increase with increasing Re.
Additionally, vt/v exhibits low and high Re regimes at lower ambient turbulence
intensiti, with transition between these regimes for Re in the range 300-600. This
transition is relatd to the onset of vort shading from the spheres, which begins at a Re
of roughly 300, while pogical analysis appears to explain the other features of
vt, see J.-S. Wu and G. M. Faeth (1994b).
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I Appliction of Parallel Processing to the Investigation of
t Droplet Evaporation and Cornbustio Using

I Molecular Dynamics

AFOSR Gram No. F49620-94-1-0133

M. M. Micci and L. N. Long

3 Dept of Aerospace Engineering
The Pennsylvania State University

University Park, PA 16802

SUMMARY/OVERVIEW:

I Supecrita droplet evaporation (and eventually combustion) is being modeled using
molecular dynamics. The use of molecular dynamics reduces the required material properties

Ito only the two Lennard-Jones interaction parameters, e and u, and reproduces both liquid and
gas pluses amlessly wftt the need for an inftrfce model. In order to handle the
numerically intensive computaiM, algoritms for implementation on current and futur
mavely paraf processors are being developed. AlSoithms have been write using both adat parallel approach and a message passing approach. Results have been obtained to date for
an argon droplet coexisting in equilibrium with its vapor at subcritical conditions.

I TECHNICAL DISCUSSION:

3 SupePrvr-* droplet evaporatio and combustion is one of the least understood processes
occurring m current and future aerospace propulsn systems. It occurs current
rocket motor chambers when oxygen is bjcted (in the liquid state at supercritical pressure) intoI a combusting environment which is above s critical temperature while the injected hydrogen
gas is already above its critical pressure and temperature. Supercritical droplet evaporation and
combustion will also be present m future high speed airbeathing propulsion system where the
fuel, e hydrocarbon based or liquid hydrogen, will be used for cooling the engmne and
airame and will thus be preheated above its critical temperature before unection i to the
combustion dmber.

Above the critical pressure and temperature, the disincti between liquid and gas phases
breas down a their densides become eulent and drmati chnges in material propemes
occur, for exavole ft liquid gofice tenion and h of va v to zero and the
viscosity decreases significantwhie the gas solubility into t iquid phase increases. Te
droplet lifetime no longer follows the dI law and analysis of the process by standard M s
(i.e., solution of the c -rvation equations) is difficult due to the highly transient nature of the
problem and the nwed for subodels to obtain the gas and liquid flmodynamic and transport
properties. A the same time, kowledge of the droplet lifetimes is esnia for the prediction
of combustor performance and stability.

The authors have begun modelling these problems using molecular dynamics (MD),
which is the field of science concerned with the motions of individual atoms or molecules. The
forces between individual particles are modeled based on quantum mechanical or experimental
results and used in Newton's Law (F = ma) to solve for a variety of thermodynamic or
transport properties such as the virial coeffcients in the high pressure equation of state or the
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coefficiems of viscosity, thermal conductivity or diffusion. Indeed, one of the more common
alications of molecular dynamics is to solve for such properties near or beyond the crtcal
poit where experimental m anemnts are difficult if not impossible. Because such properties
are not depenaet on the size of the system being studied, the extremely small systems composed
of the few thousand atoms or molecules which could be comptatonally handled were adequate
and there was no motivation to go to larger systems.

Molecular dynamics (MD) analyzes the motions of atoms or molecules which are the
result of forces between the same atoms or molecules. Several mathematical representatiow Of
the force have been used in the search for increasing accuracy, including the rigid ieerable
sphere, the square-well potential, and the point center of repulsion potential. The mom
commonly used potential is the Lennard-Jones 12-6 potential

+(r) - 4e [(akY) 12 - (ole ]

where o is the zero energy separation distance and a is the mininmm energy. The sixth-power
term is attractive out to long ranges and can be derived from quantum mechanics where it is
referred to as the induced-dipole-induced-dipole iteraction. The twelfth-power term is repulsv
and acts primarily at short ranges. There is no rigorous derivation of the value of twelve othe
than that it appears to accurately model the repulsive force when compared to experiments and

is been accepted as a standard world wide to facilitate r n . lion and comparison of
sults. Since the assumed potential seeks to represent all the fmces acting on an atom or

molecule, there is no need for additional models and the above potentials are valid with comant
values of o and e as one moves from the solid to the liquid to the gs phase.

The intermolecular force is derived from the spatial gradient of the potential. Newto's
Laws are then solved for each particle, either deterministically by finite dferh ningF - ma
or sochasically by a Monte Carlo method. Molecular dynamics refers to the demin/i
approac and is the most commonly used method to date for detemining dti static and
dynamic properties. The properties which can be detmnined frm molecular dynamics
include the entropy, specific heats and coefficients of viscosity and thermal and mass diffuim.
Two-phase behavior such as droplet formation amd evaporation has been simulated. The sysm
of equations can be easily programmed to nm on parallel machines by assig ore (vhu)
proce to each particle.

The above potentials all assume a spherically symmetric molecule (nonpolar). For
ny er (pol) mokculaw ang u dependme can be given to e po by u

multiple site Lendn-Jones potentials and Newton's Law for rotational motion is solved
simultaneously with that for translational motion. Flexible molecules can also be handled by
adding additional degrees of freedom.

In the past, supercomputers were able to simulate systems with tens of thousands of
particles. Today, with advanced massively parallel computers, it is possible to model millions
of particles'. The 1024-processor CM-5 at Los Alamos National Lab has a peak speed of 128
gigaflops (61 gigaflops have been sustained2) and has 32 gigabytes of main memory. This

Loindahl, P.S., Tamayo, P., Greebec-Jenson, N., and Beazley, D.M.; "45 Gflops
Molecular Dynamics on the Connection Machine 5," IEEE Supercomp. '93 Conf., Nov. 1993.

2Lons, L. N. and Myczkowski J., "Solving the Boltzmann Equation at 61 Gigaflops on a
1024-node CM-5," IEEE Supercomp. '93 Conf., Nov. 1993.
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I abstra describes our efforts to use the CM-5 for MD, but in addition we will also describe
effor to ue a completely different kind of parallel computer: cluste workstaio. The CM-Es5 is most often prgrammed as a data parallel computer using Fortran 90, while clustered
workstations are most often programmed using Fortran 77 and Parallel Virtual Machine (PVM).
These approaches both have advantages and disadvange for MD problems.

The equations of motion for a system of argon atoms were impl using the well-
known V et molecular dynamics algorithm on several massively parallel and vector computers.
The Valet algorithm is simply

E where 9 and & are the molecular positions an , respectively. The n denotes time
level. The adantage of this algorithm is that it is second-order accurate while avoiding the need
to compute any velocitie.

The Lenna-Joes 12-6 potenial was used with no cut-off initially, which results in an
0(N2) algorithm where N is the mmiber of particles. While the 0(N) MD algorithm may be

I required for some problems, it is not practical for the majority of problems sine the computer
time quickly becomes excessive. For this reason we have also implemented MD algorithms with
a cut-off scheme on the CM-5 and clustered workstations. Since the im oleclar force decaysEvery rapidly with distane, beyond a certain distanm we can just neglect their effect. Thi
dramatically redmu the computer time from O(N2) to O(N), which means for a million particles
the cut-off sch sould be roughly a million times fasb r than the full scheme. For Lemard-E Jones interacions, one typically uses between 2.5v and 5a for the cut-off distane. Figures la
and lb show the initial and eqlibrium conditions for a simuatio involving 996 argon atoms.
The results were obtained using the O(N) scheme on a single RS/6000 workstation. In the
figures, all of the particles are argon atoms, but the atoms which begin in the gas pbase ate
ightly colored while those that begin in the liquid droplet are shaded dark. Figure lb shows

the inormixing repesentative of equilibrium.
On the CM-5 we have implemented a data parallel MD algorithm that relies heavily on

sorting and the Fortran-90 command CSHIFT. These two functions have been highly optimizd
on the CM-5. All of the data associated with the particles (e.g positions, velocities, etc.) are
arraged in 1-dimenionl arrays, even though we are solving 3-dimensional problems. The
physical domain is divided into small 3-dimensional cells, each side of which is length equal to
the cut-off distance. To determine which cell a molecule is in, we simply truncate the position
vectors (x,y,z) of each particle by converting them from real nmbers to integers. These three
integers can then be easily combined into a single integer denoting the cell location using:

ICELL = K*XCEWSPYCEILS+J*XCELLS+I.
One we know which cell each particle is in, we can sort them according to their cell

number using the CMF ORDER routine. A general purpose Fortran-90 send command then
arranges all the particles in order of their cell location. All the molecular interactions can be
computed by making a duplicate of the sorted arrays and repeatedly using CSHIFT on the
duplicated array. After each CSH[FT, interactions are computed. Typically, one must use M

I CSHIFT's, where M is the maximm number of particles in a cell. This process must be
performed not only for all the particles within each cell, but for all the neighboring 26 cells as
well.

The above code was mu on a 128-node CM-5 using up to 1,000,000 particles. The code
requires roughly 59 words of memory per particle and achieved roughly 8% of the peak speed
of the CM-5. We were able to sustain 1.8 gigaflops. This program required roughly 27
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Psecaftper utile er tme tep
In addition to iseeitiga dat parallel approach, we have also used a compltey

different progrmmin paradigM: message passing. This approach uses essentially Fortran-77
with Paralle Virtual Machine (PVM) to send data from processor to processor. This has been I
implemented on clusters of iM RS/6000 workstations. Penn State also has a 32-node EBM SP-
I computer, and results from runnig the program on this machine will be available in the nar
future.

In this approach we also use the Iennrd-Joes, model, but physical space is divided into
lage subdomnains, with the number of subdomans, equal to tdo mimbe of processors. Within
each suibdomain we have ilememsed a linked-list MD code with a cut-off. A three-
diesional grid with cell diceiainat 0(a) is used within each subdomnain to estblish the
linked-list connectivity of the molecules. Imposing the cell structure dramatically reduces the

coptainof molecular interactions from 0(N 2) to 0(N). Due to the cell structure:, only
interactions within a cell anl the 26 nigbbring cells are required. Thnus the calculation of
the inemlclrptnilis greatly reduced. We can therefore: retain the efficiency of the
linked-list algorithmn anl yet explore the power of the I paaleim n this
approach we can obtain the full power of the RISC processor while keeping the network
contention low. Essetialy this approach can be described as a two-grid-level algorithm withI
parallelism ipmetdon the coarse grid level.

During each time step the particles move according to their velociies. These are strictly
local coptaindw require no, omncdn After the move we determine which particles
have left their subd~omains. All the particles that leave thei domain are sent to a master
processor. The master processor sorts all these particles awl resends them to the proper
processor. The master-slave approach was used to simplify the. pormig, inimize twrI
contention, awl achieve better scaling as processors are added.
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I
. MARY

A plan for studying the atomization processes of supercritical fuels injected into a quiescent gas
is presented. The goal of this research is to study two processes: a) thermodynamic state transition of

I supercritical fuel within a nozzle passage; b) mixing processes of supercritical fuel with the surrounding
gas. Nozzles of different L/d's will be tested to illustrate thermodynamic state transition and nozzle
geometry effects on atmnization and mixing. Ethylene and nitrogen are used in the present study to

I simulate interactions of supercritical fuel and air. Qualitative and quantitative measurements will be
made to characterize the flow field. Fuel penetration lengths will be determined by studying
shadowgraphs. Spontaneous planar Raman scattering method will be used to measure the ethylene

I concentraion and temperature distributions. The results generated will aid the understand of atomization
processes as well as quantify the mixing efficiency of supercritical fuels.

OVERVIEW
For hypersonic flights, e.g. flight Mach number greater than 8, cooling of the airframe becomes

an engineering challenge. The use of endothermic fuels has been proposed as a means for regenerative
I . cooling of the airframe components subjected to severe aerodynamic heating. This approach, however,

increases the fuel temperature and pressure and usually the fuel is in supercritical state before injection
(1]. For example, in a typical scramijet cycle, supercritical fuel is injected into a superheated combustor

I environment, see Figure 1. To simulate these conditions, an experiment must be devised to allow study
of fuel/gas(air) mixing over a wide range of temperatures and pressures.

For supercritical fluids, thermodynamic and transport properties exhibit unusual behavior near
i the supercritical point, e.g. zero surface tension, liquid-like density, gas-like diffsivities, etc. [1,2,3]. A

p-P diagram is shown in Figure 2. Near the critical point the gradient of fluid density with respect to
temperature and pressure is extremely large. A 10% decrease in the fluid pressure results in a 50/0

I reduction in fluid density, if an isothermal process at the critical temperature and pressure is assumed.
These unusual properties will affect atomization and mixing processes. Chen [4] recently studied the
atomization processes of supercritical SF 6 injected into quiescent gases and found that the supercritical
fluid exhibited an opaque core which persisted for a long distance before disappearing as a result of
mixing and/or change of its thermodynamic state. However, the core lengths observed were much
smaller than those produced by suberitical liquids injected under the same test conditions. Hermanson et
al. [5] studied the supercritical (cryogenic) nitrogen injected into supersonic flow streams and attributed
a reduction in penetration height, when compared to subcritical ethanol injection, to a larger degree of
superheat. These studies indicate that atomization and mixing processes of supercritical fluids are vastly
different from those observed in subcritical conditions. Nevertheless, the results obtained from injection
of liquids in a suberitical state can be used as a frame of reference when one studies supercritical fluid
injection. Liquid atomization of subcritical liquids has been reviewed and summarized in many recent
articles [6,7]. It is generally agreed that liquid atomization is caused by liquid turbulence, liquid
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vorticity, liquid cavitation, and aerodynamic forces. Aerodynamic forces can be important at some I
conditions, however, the dominant factors are related to the flow conditioning at the nozzle exit.
Experiments of Ruffet al. [8] and Wu et al. [9] have shown the influence of fluid flow quality and profile
at the injector exit on mixing and droplet size distribution immediately downstream of the injector. The
present effort will also study the effect of nozzle geometry on atomization and mixing of supercritical
fluids over a wide range of operating conditions.

TECHNICAL DISCUSSION
Experimental Approaches

The proposed experimental approach is to inject supercritical fluid vertically downward into a
large injection chamber filled with an inert gas. A sketch of the apparatus is shown in Figure 3. The
experimental setup consists of a liquid fuel tank, a solenoid valve, a fluid temperature control unit, a
nozzle section, and a test chamber. The fuel tank assembly is designed to allow preset operating I
conditions (mass, pressure, and temperature). A fast-acting solenoid valve with a response time of 30-45
ms will be used to control the injection time period. Injection run times will be limited to few seconds in
order to minimize the consumption of supercritical fuel and maximize the number of test runs before I
reaching a significant fuel vapor partial pressure in the injection chamber.

The supercritical fuel temperature is monitored by using thermocouples and controlled by
flowing coolant outside the fuel pipe along the fuel delivery line. The coolant temperature is accurately I
controlled over the range of 247 to 422 K by using a commercially available heat exchanger device. The
liquid pressure and temperature are measured by a piezoelectric pressure transducer and a type K
thermocouple respectively at one fuel pipe diameter upstream of the nozzle orifice. The measured I
pressure and temperature are then used to determine the fluid density with a 32 term modified Benedict-
Webb-Rubin (MBWR) equation [3].

Nozzles are limited to 1 mm in diameter at the exit with an aspect ratio of 104:1 to reduce fluid I
turbulence level and to minimize upstream flow disturbances. The nozzle length to diameter ratio is an
important parameter in this study and will involve L/d of 0.5, 4, 50, and 100. In order to prevent
cavitation, the entry to all nozzle passages is rounded. Test fluid will be limited to ethylene for two U
reasons. First, in a real engineering system, thermal cracking and endothermic conversion of
hydrocarbon fuels result in production and injection of ethylene. Second, the critical temperature of
ethylene is close to the ambient room temperature which reduces system safety requirements. To I
simulate the scamjet combustor operating conditions, a large high temperature/high pressure optical
injection chamber, 420 mm in diameter and 940 mm in height, has been designed. The gas pressures and
temperatures can be varied over a wide range, up to 7500 kPa at 811 K. I

Qualitative and quantitative optical measurements will include high-speed photography, back-
lighted shadowgraphy and spontaneous planar Raman scattering method. Photography will be used for
flow visualization to identify the thermodynamic phase (i.e. gas/liquid) of the supercritical fluid
immediately downstream of the injector nozzle. Shadowgraphy will be used to measure the mean length
of the opaque fluid core, while the spontaneous planar Raman scattering method will be used to estimate
concentration and temperature distributions. The 532 nm line of a Nd:Yag laser operating at 400 mJ will
be used for all these measurements. For the planar Raman scattering method, the laser beam will be
expanded into a thin sheet and the 3020 cm- 1 shift of ethylene and the 2331 cm- 1 shift of nitrogen will
be employed to provide the total number density at each location (10]. Knowing the total number
density and total pressure inside the test chamber, concentration and temperature distributions can easily
be obtained.

Study P.
The present study is designed to address two critical issues involved with injection and

atomization of supercritical fuels: a) the effects of thermodynamic state transition inside the injector
passage and its influence on the ensuing flow field; b) the observation of the mixing and entrainment
processes pertaining to injection of supercritical fluids immediately downstream of the injector.
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Th1mmadymmnic St10 Trasition:
The understandi9ng of the thermodynamic state variation within the nozzle passage is crucial

because it determines the initial conditions for fuel/gas mixing. It is well known that different injector

geometries result in" different atomization phenomena for subcritical liquids since the liquid flow
properties at the nozzle exit dominate the atomization processes. For atomization of supercritical fluids,

the situation becomes more complicated due to the possibility of a thermodynamic state
tnmsition/change caused by the pressure drop within the injector nozzle. Nozzles of different L/d's are to
be used to illustrate the geometry effects. The flow residence time in short Lid nozzles is insignificant
and no thermodynamic transition will be assumed. Therefore, to identify the fluid conditions at the
nozzle exit, the flow can be approximated with a frozen flow model and treated as an incompressible
fluid. Nozzles with longer L/d have a longer passage and therefore a longer flow residenre time for the
same mass flow rate. For these studies the thermodynamic properties of the supercritical fluid can
drastically change as it passes through the injector nozzle. If the fluid residence time within the nozzle
passage is large, one can assume that the fluid reaches a thermodynamic equilibrium. Then the
isentropic flow relations can be used to determine the fluid properties at the nozzle exit. The validity of
the above two assumptions will be tested against the experimental observations. Note that the
measurements and flow visualizations will allow us to determine whether the fluid is in supercritical
state or in a gas phase just outside of the injector nozzle.

Mixing Processese
For liquid atomization, the intact core length is an important parameter for both fundamental

studies and practical applications. The opaque core length of the supercritical jet will be measured to
provide penetration and mixing information. The results from different nozzles are also to be compared
to illustrate the nozzle geometry effects.

Another objective of this study is to quantify the mixing process by measuring concentration and
temperature distributions. Injection of supercritical fluids is a process that falls between injections of
incompressible liquids and compressible gases. The concentration and temperature distributions within
the fuel plume will be valuable for the validations of future computational simulations. It is also
important to quantify and differentiate the mixing processes of subcritical and supercritical fluids to
provide much needed engineering guideline for the design of advanced combustors. Test conditions of
the present study are summarized in Table 1.
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Table 1 Summary of Test Conditions (Pc=50.5 aIm., Tc=283 K)

Parameters Ranges

Pj/Pc 1.1
Tj/Tc 0.9, 1.0, 1.1
Pg/Pc 0.1, 0.5, 0.85, 1.0
TgiTc 1.05, 1.2,1.5,2.5

t0-09
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Figure 1 Operating Conditions for a Typical Scramjet Figure 2 Variation of the Reduced Density of a Pure
Cycle. Component Near Its Critical Point. [2].
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Figure 3 Sketch of Supercritical Fluid Atomization Test Apparatus
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I
I SUMMARY/OVERVIEW:

Increases in aircraft and engine performance are increasing the heat load being transferred into an
I aircraft's primary coolant--the fuel [1]. This research is aimed at understanding the limitations of

operation of fuel heated to 480 "C (900 OF). Important areas are expected to be thermal stability,
heat transfer/flow instabilities, and injection properties. This discussion focuses on thermal

I stability.

TECHNICAL DISCUSSION

"Thermal stability" refers to the ability of a fuel to absorb heat without the formation of
undesirable solid deposits or other reaction products. Current jet fuels are thermally stable up to
temperatures of -170 -C (325 "F). This research is aimed at determining the barriers to the use
of a hydrocarbon fuel at 480 "C (900 "F). Two distinct types of fuel reactions are involved in

I thermal stability at these temperatures: thermal-oxidative and pyrolytic reactions. Thermal-
oxidation stability has been studied in single-tube heat exchangers, where it has been found that
naphthenic and paraffinic hydrocarbons, both pure and refined mixtures, are of about equal
thermal stability at these high temperatures [2,3]. Recent work has shown that
detergent/dispersant additives, found to be effective in other thermal stability tests at lower
temperatures, can dramatically reduce the surface deposition from jet fuels heated to 480 'C (900

IF). This is illustrated in Figure 1. The mechanism of this reduction in deposition is under
investigation. Pyrolytic stability has also been examined in flowing tests. It has been found that
naphthemc and paraffinic hydrocarbons were again of comparable thermal stability [4]. This is
in contrast to batch reactor work, where naphthenes were found to be more stable than paraffins.
The pyrolytic deposition from jet fuels heated to -590 "C (1100 "F) was found to be very
dependent upon the presence of additives. Benzyl alcohol and tetralin were found to reduce
deposition (probably by acting as high temperature hydrogen donors), as were glycol ether fuel
system icing inhibitor and fuel oxidation products [4].

A unique CFD/chemical kinetic model of the fuel oxidation and deposition processes has
been constructed and is under refinement [5,6,7,81. The model has been successful in predicting
deposition behavior in nozzle and heat exchanger environments. The global

I chemistry/deposition scheme used in the model is shown in Figure 2. The rate constants for the
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I
reactions are determined from calibration tests in various thermal environments. Problem areas
under current study include the effect of the fuel thermal history (e.g., preheating), calibration for 3
different fuels, and low temperature initiation processes. The relationship between the oxidation
reactions and the deposition can be quite complex [1,7,8].

A better understanding of the fuel deposition processes will require better diagnostic
probes. The quartz crystal microbalance (QCM) is being used as a very sensitive probe of
surface deposition [9,10]. This in situ probe allows deposition measurements in real time.
Simultaneous application of the QCM and photon correlation spectroscopy is being explored to
examine the mechanisms of surface deposition. There is still debate as to the mechanisms of
thermal-oxidative surface deposition, with two possibilities being transport of insoluble
macroscopic particles from the bulk fuel to the surface, or transport of smaller soluble I
"precursors" from the bulk to the surface. An alternative view of this second possibility is
adsorption of precursor-type species by the deposit from the bulk fuel. Inverse liquid
chromatography is being used to study to adsorption properties of deposits [11]. There is
evidence that the deposits can preferentially absorb polar species similar to precursors from the
fuel, as can metal surfaces.

Ultrafast laser diagnostics are being used to probe the chemical environment of high
temperature fuels. Buildup of a system to examine the "clustering" seen in supercitical solvents
is underway, with application to high temperature fuels (typical fuel Tc -385 "C (725 "F)). Two-
photon fluorescence is also being studied as a chemical probe [121. The inherent weakness of the
two -photon process is offset by the high power densities in the ultrafast pulse, and the specificity
of the process allows discrimination between the desired signal and the large one-photon
fluorescence seen in jet fuels. Interestingly, the two-photon signal from jet fuels correlates with
their thermal stability, as shown in Figure 3. The best fuels (as shown in Figure 1) produce the
lowest two-photon signal from IR excitation. The source of the two-photon emission is under
investigation.
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Figure 1. The effect on surface deposition of adding 100 mg/L of a dispersant ("8Q405") to air-
saturated jet fuel. Test parameters: 12 mL/min flow, 69 atm, fuel heated to 480 "C (900 *F), 1.4
mm ID 316 SS tubing. JPTS and JP-7 are highly processed, higher cost, thermally stable fuels.

140



Fuel 02

Compounds

Fuel 
Fue

Solubles I' JmsGums or
Bulk Particle r s

Deposits

Figure 2. Global mechanism used in CFD deposition model [5,6,71.
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Figure 3. Relative two-photon fluorescence signals for jet fuels [12]. Note that the fuels with the
small signals are the high thermal stability fuels shown in Figure 1. The other fuels are Jet A

fuels of lower thermal stability than the two Jet A fuels in Figure 1.
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Challenging projected new fuel characteristics of concern to the Air Force, Princeton's Fuels
Combustion research program has evolved into an integrated effort that now focuses, in order of priority,
on: a) the thermal degradation of Jet fuel components under sub- and super-critical conditions; b) the
pyrolysis and oxidation of protypical endothermic fuels; c) the coddation kinetics of aromatic fuels,
Including the ponudear aromatics, and aromatic-aliphatic fuel blends and d) soot formation and
destruction processes. This Integrated research program is unique not only in the programs, but also in the
integration of the various components by considering identical fuel compounds in each element

1) Sub- arnd Supa-01tcal Fuel Degradation Study

Degradation studies of toluene, methylcydohexane (an endothennlc fuel) and toluene/methyl
cydohexane mixures were studied at unique combinations of temperatures and pressures in the sub/super-
critical liquid flow reactor apparatus described last year as being developed. Fir, I graphically portrays the
matrix of exerimental comditions examined in the now fully developed reactor. The figure contains critical
temperature and pressure information on toluene and methyicycohean To date most of the
experiments conducted have been at temperatures and pressures above the critical points of the pure

fluids and probably above those for the toluene/methyl cyclohexane mixture The residence times in the
flow reactor have been varied from almost 20 minutes to as little as almost 1 minute.

As can be observed in Figure 1, one set of systematic experiments examining the chemical changes
in pure methyl cydohexane has been conducted as a function of temperature. This set is shown on the
figure by solid black squares. As the methyl cydohexane is heated It approaches temperatures at which
solid material forms and dogs the reactor tube. Cases where this dogging has been observed are shown onthe figure.

3 The experiments conducted at temperatures just preceding that which causes dogging have yielded
fluid samples that were analyzed by gas chromatography - Fourier Transform spectroscopy. The
preliminary results indicate that the methyl cydohexane fragments on heating to produce light gases such as
methane and a variety of four and five carbon species. These latter species are being examined more dosely
in order to determine their identities. Also benzene appears to be formed. What does not appear to be
formed are large molecular species such as polynudear aromatics or polymers that would constitute the
precursor species to deposit formation. Investigation of the liquid phase chemistry is contnuing

Two of the three experiments that led to dogging have yielded solid samples suitable for analysis.
The first experiment, indicated on the figure by a solid black up triangle marked dogged, was conducted
with a 90% toluene, 10% methylcydohexane mixture at 797K, 4.63MPa and a residence time of 1.05 minutes.
The second, indicated on the figure by a solid black circle labeled "dogged", is the methyl cydohexane
experiment at 657K, 4.14 MPa and residence time of 4.12 min.

These two experiments exhibited the onset of particulate formation clogging by a rapid rise in the
fluid pressure as the blockage developed in the nickel tubing. As this pressure rise occurred, the flow rate
was drastically increased in order to drive the blocking material out of the tubing. The black powdery
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material that exited the reactor In the reactant fluid was captured and subsequently analyzed using
transmission electron microscopy (TEM), energy loss and electron diffraction spectroscopy.

Analysis was conducted with a CM 20 Philips ME The TEM and energy loss analysis indicated that
the black powdery material consisted of filaments of graphitic platelets aligned parallel to the long axis of
the flament The EDAX (electron diffraction) analysis also Indicated that the filaments contained,
occluded within the filament, nickel particles. Copper was also shown to be present but only in the
supotIng grid necessary for the TEM analysis. Photographs were subsequently generated from the TEM

Three unusual characteristics exdibited by these filaments appear to be unique. First, the whole
length of the filament is composed of a gently curving rod without any kinks or sharp changes in direction.
Kinks generally are sites of weakness in a fiber and lead to fracture at the kink location. Secondly, the
nickel particles are contained within the length of the filament not just at the ends. The literature on this
subject Indicates that metal particles such as nickel occur at the end of the filament and serve as the base
from which the filament grows. Graphitic filaments as produced here have not been observed to contain
nickel particles within, especially particles that appear to be faceted. Thirdly, although there appears to be
the hint of a hollow core in these flamens they are primarily solid rodlike structures. Graphitic filaments
generally contain a substantial hollow center core. A unique characteristic of these filaments not obvious
from the photos is that the conditions of production involve higher pressures and much lower temperatures
Le. nominally 800K rather than 2000K, than have been required in other processes. Consultation with
Structural Materials Branch of WPAFB have revealed these filaments to be unique and perhaps of great
value.

The essential discovery of importance to the Air Force is a method of fabrication of graphitic
filaments In the presence of metal particles when f to
state Lpe at high r and at Imneratre above the critical no-nt uressures and temperatures and.
Rggl'hlv when exposed to flsd. at hih n ure- and mode temneraures so that the hydrocarbM
remain In the lud I.te.

2) yralysis and Oxidation of Endotbermic Fuels and Fuel Blends

The initial results on the study of the methylcydoheane (MCH)/toluene blends have been mostenlikhtening and encouraging in that blend studies may follow a pattern that precludes detailed variation of
the blend components. Examination of pure MCH during pyrolysis and oxidation revealed that ethane,
butadiene, methane and propene were the major stable intermediates. Since the pyrolysis and oxidation
characteristics of these intermediates had already been studied in the program, the overall mechanistic
character of these processes now appear to be understood.

The oxidation experiments of MCH/toluene blends have led to three significant findings relevant to
component selection in multi-component JP fuels. They are:

1) Toluene, commonly thought to be a reaction inhibitor, has little effect on the rate of oxidation
of MCI.

2) Early in the oxidation process MCH produces an extensive radical pool which is not only
sufficient to insure MCH's rapid oxidation, but also to serve to accelerate the oxidative pyrolysis of
toluene.

3) When oxidized as a blend, MCH/toluene, despite sharing a radical pool, each appear to follow
their own oxidation mechanism as pure species.

3) The Oxiddtion and Pyrolysis of Hy

Previous investigations of the oxidation characteristics of aromatics considered benzene, mono-
alkylated benzenes particularly toluene and the di-alkylated benzenes, particularly o, m and p-xylenes. The
recent focus of the research was on the oxidation of 1-methylnaphthalene and has provided the first
detailed oxidation results for any polycydic aromatic hydrocarbon (PAH), despite the presence of PAH's in _
many practical fuels The results of this study can be summarized succinctly as follows.

I
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I Ietailed intestediate species profiles for the oddation of 1-methylnaphthalene have been
obtained by ps-phase samplin from the atmospheric-pressure flow reactor operating at about 1170 K. No
evidence was found to Indicate that fuel consumption through ring reactions was competitive with
consmption through attack of the methyl side chain. Based on the observed intermediate species
profiles, a mechanism has been proposed for the oddation of 1-methylnaphthalene which is strongly
analogous to a previously developed mechanism for the oxidation of toluene under flow reactor conditions.
In this mechian the resonantly stailized 1-nhymetyl radical undergoes radical-radical reactlo to
form 1I- which decomposes to 1-naphthyl radical Naphthalene and 1-naphthyl radical are
oxidized to 1-naphthoxy radical, which decomposes to Indenyl radical Further reaction and decomposition
results In the formatio of phenylacetylene, styrene, phenyl radical, and acetyle This mechanism is
consistent with the observed sequential formation of the major aromatic intermediates 1-naphthaldehyde,
naphthalene, Indene phenylacetylene, and benzene. Other pathways to the formation of minor
intennedates such as 2-methynaphthalene,acenaphtylee, 2-naphtbol, and 1-methylindene are considered.

I 4) Soot Formaton and Destru-tim Process

The impact of the program's effort on soot formation and destruction processes has been welU
established and well recognized. The general activity in this aspect of the overall program has been
diminishing A major aspect of the soot problem that was resolved during this report period was with
regard to the critical temperature for soot nucleation. By measuring the temperature along the center-line
of a burning fuel jet which had been diluted with an inert gas until it was no longer luminescent It was
possible to establish a critical temperature at which a given fuel would not longer soot The range of
r t patures observed for the fuels evaluated in this manner was extremely narrow. The preliminary results
reported previously were indeed validated by more extensive experimentation. These results showed about
100 K variation in the critical temperature to prevent sooting and the order would indicate that the dilution
technique could have affected the results to give this variation. The fuels that had the least tendency to
soot demanded the least amount of dilution and gave the highest critical temperature. It would appear
then that a single critical temperature for soot nudeation in diffusion flame tests exists and that the actual
temperature is in the 1600-1700 K ran regardless of the fuel. Since the mechanism for the formation of
the initial fuel particle Is the same regariless of the fuel, some high activation process in the soot formation
mechanism would appear to control initial particle nucleation.

This result permitted the first complete explanation of the temperature effect in sooting diffusion
flames, particularly those using circular fuel jets. Essentially the critical temperature Isotherm, say 1650 K, is
the point at which soot particles nucleate. The soot volume fraction grows by mass addition to the
particles until the particles enter the higher temperature flame front As the volumetric flow rate of the
flow is increased, the separation distance of the flame and critical temperature sotherms remains essentially
the same, but the amount of particles nucleated Increase the soot volume fraction so that the particles
penetrate the flame front and a smoke height Is reached. Different fuels will form different number of
nudeated particles at the 1650 Isotherm, so different smoke heights are obtained for different fuels. When
the fuel is diluted with an inert gas, the flame temperature drops and the 1650 isotherm moves closer to the
flame temperature Isotherm. Thus the growth period of the nucleated particles decreases and the soot
volume fraction entering the flame is less. To create a smoke point for this diluted condition, the
volumetric flow rate of the fuel-inert miture must be increased so that more particles will form.

1
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I COMPUTER SIMULATION OF MOLECULAR INTERACTIONS IN
SUPERCRITICAL SOLVENTS; PARTICLE FOR*0IATION FROM3 SUPERCRITICAL FLUIDS

(AFOSR GRANTS No. F49620-93-1-0040; AASERT F49620-93-1-0454)

Principal Investigamr Pablo G. Debenedei
Department of Chemical Engineeing

Princeton University
Princeton, NJ 08544-5263I

I SUMMARY/OVE.VIMW

This research program has two components. In one, we use molecular dynamics computer
simulats o investigate solvanion in supeicritical solvents. In the other, we conduct experna l

and theoretical studies of particle formation from supenritical fluids. The simulation studies seek to
understand the mechanisms of solvation in supercritical solvents, and how these depend on
differences in size, shape, and interaction energy between the solvent and the solute, as well as onI the bulk density and temperature. In the particle formation experiments, we use supercritical fluidseither as solvents, in which case particles are formed by rapid expansion, or as ani-solvents, in

* which case particles we formed by ra~pd evaporation of an organic solvent into a supercritical fluid.
*Th e goal of te solid frmation studies is to understand the relationship between particle size and

morphology, and experimental conditions.

I TECHNICAL DISCUSSION

There is considerable interest in understanding the local environment (microstructure)
surrounding solute molecules in a supercritical solvent (e.g., 1,2]. This interest is driven by theintriguing possibility of exploiting differences between local and bulk conditions for reaction and
separation puposes (3]. In our work, we use computer simulations to gain fundamental,micn o ically-based understanding of solvation mechanisms in supercrincal solvents. In anongoing study, we use molecular dynamics to investigate the system benzene (solute) - carbon
dioxide (supercritical solvent). We model benzene as a rigid six-site molecule [4], and carbonI d&oxide as a rigid, linear, three-site molecule with a point quadrupole [5].

The simulations employ one solute and 255 solvent molecules. Periodic boundaryI conditions are used to eliminate finit-size and surface effects. Since there are no solute-solute
interactions, the system is effectively at infinite dilution with respect to the solute. We are
invesigating the microstructure around benzene, and the way in which it affects benzene's
ro and translational diffusion. Simulations are run at supercritical tmperatres and over a
range of densities spanning the dilute gas and liquid-like regimes. The quantities underinvestigation are orientation-dependent molecular distribution functions, the dynamics of density
fluctuations within the solvation shell, solute rotational and translational difusivity, and the
distribution of solvent orientations around benzene. Figure 1, for example, shows the

:ulo r onafunctio for carbon dioxide density fluctuations within the first solvation shell (7.7Ato the first "valley" of the solute-solvent radial distribution function) around the
benzene molecule. From it we obtain a relaxation time for the decay of density fluctuations of
roughly 15 psec.

I
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We have also studied solute-solute aggregation in dilute supercritical mixtures [6]. This
problem is computationally demanding, because one is interested in dilute mixtures (mole fraction
< 10-3), which require large sample sizes and long simulations in order for solute-solute statistics
to converge. Because of this we have studied simple, spherically symmetric model systems, with
potential parameters chosen to simule so-called attractive behavior [7], which is characteristic of
most supercritical systems of practical interesL In this kind of mixture, the solute's partial molar
volume and enthalpy are large and negative, and the short- and long-range environment around the
solute is solvent-rich with respect to the bulk. In attractive mixtures, the solute is larger than the
solvenrt and the characteristic energy for solute-solute interactions is larger than for solvent-solvent
inumdcions. We have derived exact equations that allow the classification of a mixture into
attmactive or repulsive (solvent-lean microstructure) from knowledge of the differences in size and
energy between solute and the solvent [7].

Figure 2 shows the lifetimes of dimers over the density range 0.5 < P/Pc < 2. It can be
seen that nothing remarkable happens to dimer lifetimes in the near-critical region. Dimers stay
together for roughly 0.8 psec., the only noticeable effect being a broadening of the distribution at
high densities. We see no evidence of extensive solute-solute aggregation at near-critical
conditions.

Distribution of Dimer Lifetimes
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An important result from simulations and integral equation calculations is the fact that
differences between local and bulk conditions are always more pronounced at substantially sub-
critical densities. Foi example, in integral equation calculations of the system naphtht¢.ene-carbon
dioxide, we found that the first peak of the solute-solute correlation function attained its maximumI value at 60% of the solvenes critical density. Analogous results were obtained for the solute-
solvent local density augmentation by molecular dynamics. This confirms that short-ranged
inotractons, and in particular solvation, are unaffected by the proximity to critical points. AlthoughI this point seems obvious, there has been considerable confusion in the literature about the
separation of long- and short-ranged effects in dilute supercritical mixtures [8].

Supercritical fluids are an extremely interesting medium for particle formation. There exist
two routes to supercritical particle formation: rapid expansion (RESS) and the anti-solvent process
(SAS).

In RESS, nucleation and growth are triggered by the partial decompression of a
supercritical solvent, which causes a pronounced loss of solvent power and the precipitation of
solutes. Fast expansions (e.g., < I0 .5 sec., which can be easily attained in nozzle flows) lead to
appreciable supersaturations. In the case of supercritical solutions, the range of attainable
supersations is especially high because of the enormous enhancement in the solubility of a
given solute with respect to ideal gas conditions at the same temperature and pressure, a quantity
that can be as high as 106. Furthermore, precipitation is triggered mechanically rather than
thermally. Mechanical perturbations travel at the speed of sound, which favors the attainment of
uniform conditions within the expanding fluid. The combination of large supersaturations and
small gradients is a distinguishing feature of fast supercritical expansions, and favors the formationIof small and uniform particles. RESS is relevant whenever a supercritical solvent is depressurized.
For example, if a supercritical fuel containing dissolved autooxidation or pyrolysis products loses
ca. 200 psL in a nozzle, solids will be formed due to the drop in the carrier fluids solvent power.IIn our laboratory, we have used RESS to produce polymer particles for use in controlled release
applications [9]. Other groups have investigated the formation of ceramic precursor particles by
rapid expansion of supercritical water [10]. Figure 3 shows bioerodible polymer microspheresIformed by RESS of supercritical carbon dioxide.

I
I
I

Ii

RM Poly (L-lactic acid) microspheres obtained by rapid expansion of a supercritical solution (RESS) of the
polymer in 70 wt% C02 - 30 wt% CHCIF2.

In SAS, the solid of interest is dissolved in a liquid, and a supercritical fluid having low
solvent power with respect to the solute, but miscible with the liquid, is added to precipitate the
solid. When this process is run in continuous mode, the liquid and supercritical phases are fed

I
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continously into a precipitator. Small droplets are sprayed into a co-currently flowing continuum I
supercritical phase. The liquid solvent is rapidly flashed into the supercritical phase, and dry
powders result. In our laboratory we have used the SAS concept to produce biologically active
powders of insulin .(controlled release applications) [11], and aromatic polyamide (aramid) I
microfibers (heat resistance, high-modulus, high tensile strength applications) [12]. Figure 4shows a bundle of aramid fibers obtained by SAS-processing with supercritical carbon dioxide.

i I
I

I '
Eon a4, Aramid fber bundle obuaned by superduca am-solvent (SAS) contating of a solution of the polymer in

dlylnlfoidewith supercritical cabon dioxde

RESS can be used to form fine particles of substances that are soluble in a supercritical
solvent. SAS is used for sparingly soluble materials. Together, these techniques allow the
processing of a wide range of materials into solid phases with extremely useful properties and
morphologies. Possible applications include ceramics, improved controlled drug release devices,
and high-peformance polymeric fibers. I

(1] Brennecke, J.., Tomasko, DI., and Eckert, C.A. J.Phys.Chem., 94, 7692, 1990.
(21 Ton, J.W., and Debenedetti, P.G. Ind. Eng. Chem. Res., 32, 2118, 1993.
(3] Brennecke, LF., and Eckert, C.A. AIChEJ., 35, 1409, 1989. I
(4] LUw, H., and Hoheisel, C. J.Chem.Phys., 96, 3173, 1992.
(51 Murthy, C.S., and Singer, K. MoL.Phys., 44, 135, 1981.
[6] Chialvo, A.A., and Debenedetti, P.G. Ind. Eng. Chem. Res., 31, 1391,1992. I
[7] Peuche, LB., and Debenedetti, P.G. J. Phys. Chem., 95, 386, 1991.
[8] Debenedeti, P.G. Chem. Eng. Sci., 42, 2203, 1987.
(9] Tom, J.W., and Debenedetti, P.G. Biotech. Prog.. 7,403, 1991.
(10] Matsn, D.W., Petersen, R.C. and Smith, R.D. Adv. Ceram. Mater. 1, 242,1986.
(111 Yeo, S.-D., Lir, G.-B., Debenedetti, P.G. and Bernstein, H.B. Biot&. and Bieng., 41, 341, 1993.
(12] Yeo, S.-D., Debenedetti, P.G., Radosz, M., and Schmidt, H.-W. Macromolecules, 26,6207,1993. I
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FUNDAMENTAL STUDIES OF THE ELECTRODE REGIONS

IN ARCJET THRUSTERS

(AFOSR Contract No. F49620-92-0449)

Principal Ivestigator. MA. Cappelli

High Temperature Gasdynamics Laboratory
Stanford University

Stanford, CA 94305-3032

SUMMARY/OVERVIEW

The purpose of this research program is to develop a fundamental understanding of the physical
processes that occur in the vicinity of hydrogen arciet thruster electrodes. Our present research

gram is an extension of past efforts that employ optical-based arcjet thruster diagnostics.
vously, we have used laser-induced fluorescence, optical emission spectroscopy, and

absorption spectroscopy, to measure flowfield properties such as temperature and velocity, and to
cznonequilibrium behavior in arcjet plume flows. In the AFOSR funded program, these I
diagnostic strategies are being extended to interrogate the internal arcjet flow. Together with
W cl models of arc attachment, these measurements help us to understand the fundamntal
eawof the near-electrode regions in these devices, and assist in identifying the necessary

physics to be included in more elaborate models of overall arcjet thruster performance.

TECHNICAL DISCUSSION

During the post several -ears, there has been an evolution of arcjet technology from laboratory
devices to flight-qualified hardware, and finally, to deployment. As demands are made for higher
arcjet operating power and higher performance (efficiencies), so increases the need to better
understand the performance and life-limiting processes such as cathode erosion and anode heat
tranfer resulting in both anode erosion and the flow of tungsten at the throat in response to thermal
stresses. In principle, reliable arcjet models, if they existed, could be used determine appropriate
arcjet designs for extended life and performance. At present, only a few models exist l - , and the
physics that enters into these models are often highly simplified in order to render the numerical
problem tractable. As such, many of the features responsible for heat transfer are neglected, in
particular, the near-electrode physics which above all, determines cathode and anode arc
attachment. A better understanding of the physical processes in the interior of arcjet thrusters will
come from a combination of measurements of internal flow properties and modeling. It is our aim
in this program to advance the state of the art in arcjet diagnostics, and to acquire information of the
near-electrode regions of arcjets that may be used in the development of arcjet performance
models.

Many studies have been conducted to investigate arcjet performance under different operating
conditions, electrical configurations and geometries 3. However, understanding the physical
processes governing the arcjet operation requires a detailed knowledge of the plasma properties
everywhere in the flow field. A great deal of research has been conducted to measure the flow
properties in the plume of the arcjet thruster using several optical techniques including emission,
absorption, LIF, and Raman spectroscopy4-6. Much less is known about the plasma properties
within the core and nozzle of the arcjet, yet it is here where the plasma behavior controls the arcjet
performance.

We summarize here our ongoing research into the determination of plasma properties in the near-
cathode region of the hydrogen arcjet, and in the expansion nozzle where the arc attaches in the so-
called "high mode" at the anode. During the past year, we have studied the properties of the near-
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E cathode region by investigating the axially radiated emission of atomic hydrogen from this region.
The research consists of both a numerical prediction and the experimental measurement of atomic
hydrogen axial emission line and continuum spectra. The numerical modeling has demonstrated
the promise of obtaining plasma properties (electron number densities, cathode temperature, and
possibly velocities) Within the throat of the =cjet by optical emission measurements. Experiments
have been performed on both 1 kW class and nominally 5 kW class hydrogen arcjets. The

I experimental results have been compared to single-fluid model predictions.7 Ongoing activities
also include an extension of our LIF measurements into the expansion nozzle, to measure electron
number densities, temperatures, and velocities in the vicinity of the anode.

I The numerical calculations to simulate the axial hydrogen plasma emission consisted of an
integration of the radiative trasffer equation along the centerline of the arcjet from the cathode tip to

I the exit plane and beyond into the plume of the plasma. The spectral emission and absorption
coefficients were expressed in terms of the excited state number densities and a lineshape function
for each transition. The lineshape function included both Stark and Doppler broadening and
Doppler shift. The number densities were calculated from a ten-level collisional-radiative model
including the ion, the ground state atom and eight excited states. Semi-empirical rate coefficients
were used for the greatest calculation speed. The plasma was assumed optically thin for all
transitions other than Lyman radiation, which was assumed fully trapped. The electrons were

I assumed to have a Maxwellian velocity distribution. A stationary-state approximation was used
which permitted neglecting the convective and diffusive flux of excited states on the assumption
that such processes are slower than the collisional and radiative transitions between the states. This

I was shown to be the case under the conditions of the plasma within the arcjet. Hence, the
distribution of excited state populations could be determined by the local plasma properties. These
properties, namely pressure, electron and atom kinetic temperatures. dissociation fraction, andI axial velocity, were entered into the calculations from MD model predictions 7.

A sample of the results of these calculations is shown in Figure 1. Here the spectral intensity of
the Ha transition has been integrated from the cathode (z=-0.4 mm) to the arcjet exit plane, z =
12.1 mm, and to three intermediate positions for comparison. The plot shows that the largest
contribution to the emission comes from the inner ten percent of the arcjet, that is, from within the
arc root (immediately adjacent the cathode). The extent of reabsorption by the cooler expansion
flow is seen to be about 20 percent at line center. However, away from line center, the plasma is
still emitting. Consequently the emission linewidth is broadened and flattened as the radiation
passes through the expansion flow. The effect of the Doppler shift is seen as an asymmetry that is
most pronounced at z = 5 mm. We assume that the Stark shift of the Ha is negligible and so the
absorption dip is calculated to be to towards longer wavelengths as the colder gas in the plume is
decelerated on centerline. It has been shown that there is little change in the spectrum as the

I radiation passes through the arcjet plume. Thus, axial line-of-sight emission measurements are
expected to yield lineshapes similar to those at the arcjet exit plane. An important feature of our
modeling studies is that it is also evident that the continuum emission between electronic transition

I lines is dominated by gray-body emission from the cathode. As a result, a complete scan of the
continuum region between the Ha and Hp transistions afford a measurement of the cathode
temperature.

I Axial emission measurements of atomic hydrogen have been completed on both a I kW class and 5
kW class radiatively-cooled laboratory-type arcjet thruster. During optical alignment, the throat of

I the arcjet is magnified and imaged onto the entrance slit of a 0.5 m Jarrell-Ash monochromator by
the optical train. The intensity is reasured with a photomultiplier tube and recorded on a personal
computer. Spatial resolution of approximately 0.1 nun is achieved by field stopping the magnified
image. The arcjets are either mounted on a translation stage which allows measurements at
different radial positions, or, in the case of the 5 kW arcjet, spatial discrimination is obtained by
translating the collection optics. A representative set of data for the 5 kW arcjet is illustrated in
Figure 2. Here we plot the Ha lineshapes for a range of arcjet specific power. In this figure, we
draw your attention to the notable increase in the width of the spectral line. This reflects an
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increase in the electron density. Also, we note that the absorption feature near line center is on the
opposite side of the peak, in contrast to die simulations shown in Figure 1. This discrepancy is
attributed to an anomalous stark shift associated with the Balmer series transitions not accounted
for in the simulation. .

Figure 3 summarizes our most recent results for the arc root electron density variation with specific
power. Also shown in this figure are single-fluid model calculations from Olin Aerospace Co.
Reasonable agreement between model predictions and experimental measurements are apparent .
Figure 4 is a representative set of data depicting the directional spectral intensity as measured over
the entire visible wavelength region, for three arcjet powers (mass flow rates of 18.5 mg/s). Also
drawn in this figure is the predicted cathode gray body spectra for two cathode temperatures. At I
low specific powers (and hence lower electron number densities, cathode temperatures close to the
melting point of tungsten accurately reproduce the continuum spectrum in the 500 - 650 nm range.
It is clear however, that at higher specific powers, the continuum may have a strong contribution
from free-free and free-bound electron transitions.

Future work will continue to focus on emission bas&l measurements for internal arcjet diagnostics.
In addition, we are in the process of extending our laser-induced fluorescence and spontaneous I
Raman measurements to measure flow properties in the expansion nozzle.
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ANOMALOUS IONIZATION AND THE
I MPD THRUSTER:

Investigations of the Critical Ionization

I
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Prs: Edgar Y. Choueiri, Robert G. Jahn and Arnold J. Kelly
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Princeton University
Princeton, NJ. 08544

1 1 Summnary/Overview
We have been using analytical tools, computer particle in cell (PIC) smulations,I observations made during active experiments; in space and available experimen-
tal data to characterize the ionization mechanism in the MPD thruster. An

undestaningof the physics of ionization in plasma thrusters is of utmost im-
portance since ionization loom are highly irrecoverable and are a major cause of

10 times smaller than that calculated asuming Maxweflian statistics and is more

I

consitnt with distributions having supratherial, tail fractions and energies
that could be produced by plasma microturbulence (i.e. anomalous ionization).
In order to study this complex ionization mechanism we combine advanced PIC
simulations and active space experments. Active space experiments are ideal
to stage plasm interactions involving turbulence-driven ionization, such as the
critical ionization velocity (CMV iteraction, which can be monitored and stud-
ied using onboard plasma diagnostics. We have staged such interactions by

U

performing neutral gas releases onboard the Russan APEX satellite. We an-
alyze recent data from APEX and similar releases from another experiment
called ATLAS-i . We use specialized PIC simulations to interpret these releases;I in order to gain the understanding required to develop experimentally verified
ionization modebs These models are intended to be included in state of the art
MD thruster fluid codes to improve their ialism and accuracy.

ESldetric Pollbaratio: Hkde Mka Pviaton Plama Phasc Lab., Ttm Neube t Spe
pa Lab., Urni of Mihiga P Viktor Oaevsky, Vadnir Dui end Aeander Volokln IZMI-

RAN, RPeusk
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ANOMALOUS IONIZATION AND THE MPD THRUSTER 2

2 Technical Discussion
The work described in this abstract is discussed in more detail in the following I
reerencu [1, 2, 3, 4, S1

2.1 Background I
Ionization represents a largely irrecoverable energy sink in magnetplasmady-
namic (MPD) thrusters. This is mostly due to the fact that, for typical tem-
peratures and pressures of most plasma thruters, the plams flow through the
chamber is essentially -frouee with respect to recombination. Most recently,
(1992) Randolph et. al. reported the results of a detailed spectroscopic study of
ionization[Oj. In that study, the ionization front was observed and its thidmea I
measured at a few millimeters which was shown to bel1 to 3 orders of magnitude
smaller than what would be consistent with a Maxwell= electron distribution.

The goals of our study are to investigate the fundamentals of anomalous
ionization using analytical toos, active space experiments and PIC codes to de-
velop experimentally verified models and to include the resulting models in state
of the art MPD thruster fluid codes much like we did for anomalous resistivity
end heating in our previous AFOSR-sponsored work.

2.2 Analytical Work
We derived a prescription for the electron energy distribution finction that
allows the reprEsentation of suprathermal electron tails such as those produced
by the nonlinear effects of plasma microturbuene The details of our derivation
can be found in ref. r]. The model is specified by a bulk temperature TD, a tail
fraction p, a tal energy scaling parameter and a tail spread parameter. Some
sample distribution functions with tails are shown in Fig. (1) The parametric
distribution function was combined with a mult-level atomic model of argon
and used to calculate the reaction rates for 23 collisonal excitation transitions
from ground state by electron impact by applying a high-accuracy quadrature on
the convolution integrands containing the appropriate cross-sections. The prime
goal was the study of the parametric dependencies of the minimum ionization
characteristic length on the tail parameters. Calculations are compared with
the recent measurements of the dimensions of an ionization "front" observed in
a low-power MPD thruster by Randolph et. al.[6]. Figure (2) shows results from
these calculations along with the experimental bounds. It is thus dear that even
under the most favorable conditions, Maxwellian electrons cannot account for
the smallness of >,. It is also clear that at these Wnditions, tail fractions of the
order of a few percent can bring down >, in the millimeter range that contains
the exerimentally measured values.

2.3 Insight from Active Space Experiments
The use of active space experiments to gain insight into anomalous ionization
has been described in the abstract of last year's contractors meeting. We have
finished the development of specialized software to decode and analv'- teleme-
try data. We have been analyzing particle, field and war! data reo3 tring

157



ANOMALOUS IONIZATION AND THE MPD THRUSTER 3
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Figure 1: Adopted distribution model ior a range of tail fractions, p. Other
conditions are specified in ref. [7].

active neutral gas injections from two space experiments. The first is called
ATLAS-i (conducted from the space shuttle in April 1992) and the second is
APEX-CIV conducted from the Russia satellite APEX (the intrmetation
we used is described in last year's abstract). While results from APEX are
currently being reduced, we have reported our results on ATLAS-I to-ate in
detai in reh [1, 3, 4, 5]. Results from both expriments will be presented at the
contractors meeting. In brief, ATLAS-1 yielded wav, optical, and particle evi-
dence of strong ioniation with factor of 60 enhancement of plasma density over
that of the ionospheric background. Whether this ionization can be attributed
to plasma turbulence is a question being expilred with PIC simulations.

2.4 Results from PIC simulationls

We have developed a two-and-one-half-dimensional (two positions and three ve-
locities) particle simulation model in order to study the neutral gas releases[2].
The electrons are assumed guiding center particles while the full dynamics of
the ions (with real masses) are followed in time and space. Various ionization
processes of the neutral gas including charge exchange and electron impact are
included by means of the Monte Carlo technique. We showed that the model
can be used to simulate the neutral gas interaction with the ionosphere up to
a few millisecond using realistic experimental Parameters within a reasonable
computing time. The model was applied to study the critical ionization velocity
(CIV) tests recently conducted as part of the Atlas- I xenon gas releases from the
the space shuttle. The simulation results show how suprathermal electrons pro-
duced by a beam instability of the lower hybrid mode, create, through electron
impact, an ion population that exceeds that produced by classical (thermal)
means, indicating the prevalence of a turbulence-driven (CIV-type) ionization
mechanism.

I
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Snor

The primary objective of this research program is to provide measurements, of key physical psmeer in
arciet plumes While a great deal of theoretical and numerical work has been done in the are of arcjet operation,
there is a shortage of experimental dama to valiat such wo&k Furthermore there ame aspects; of arcjet operation,
such as frwulwloss which we nam convincin epaned b urnt ic Experimena data may

cImpehenIv6 e iummsts of flow denity and velocity an lcintemperature and density throughoutth
arcjet Plume. Measu Ir mnt of flow velocity and of electron properties have been made, and ongoig work is
dedicated towards measuring heavy-particle density.

Tebdma Discmsion

Inorder to popped underand the physics of acet operation, and to construct and verify numerical

efratUSC is aimed at measuring four important parameters; in the arciet plum: heavy particle number density
and velocity ad electron nubrdensity and temperatume The ultimat goal is to produce a complet andU accurate map of the values, of these parameters throughout the plume.

Our original plan was to wse pulsed electron-bern fluorescence to measure neutral-particle density,
Thom=o scatterng for electon density and temperaure and emisson-ripple velocuneury for flow velocity. The
pulsed electron-bern fluorescence (PEBI') work is currently underway, and initial results are expected, shortly. In
the intres of deternming time-resolved electro densities and temperature, a tripe Langmui probe techniqueI was employed rather than Thomson scattering . Finally, the emsson-ripple velocimetry technique was expanded
to a more general form called current modulation velocunetry (CMV). The initial resuts of the Langmnuir probe
and CMV studies were presented last year at IEPC-93, and more comprehensive results are now available.

1. Pulsed Electron-Beam Fluorescence

One of the most difficut problems in understanding the physics of arciet operation is determining the
density of vausm atomic, molecular, and ionic specie in t plume. Conventional diagnostc techniques, such as
laser- induced fluorescenc and emission spectroscopy, cannot easily provide such measurements, and withiout
species-specific denisity measurements it is difficult to determine the magnitude and nature of frozen-flow losse

in the arcjet nozzle flow. Thus a new diagnostic method is required.

Electon-beam, fluorescence using continuous, low-current beams has been a common technique for
several decades, and is capable of measuring species-specific density.' Electron impact with particles in the flow
field creates excited state which radiat at various wavelengths. This fluorescence is collected and analyzed.
The wavelength of the fluorescence signal is a function of the electronic configuration of the radiating particle,
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and is th r df t for each species, he inemnsity of the fluorescence at a particular wavelength is
ropotional to the density of particles of the appopiate species in the flow fild. Howem, it is lmited to

extremely rarefied flows due to problems with beam divergence and collisional quenching.

We have recently explored the use of pulsed, high-current electron beams as a rarefied flow diagnostic
tecqu 2  T"is ovecomes both objectio to the use of electron-beam fluorescence at higher densities. The
high current density causes a self-focusing effect, due to the creation of a narrow channel of positive ions
surrounded by a sheath of scared electrons, and the shor pulse length allows measurement of peak emissio
before coisional effects can affect the results. We believe that the use of pulsed electron-beam fluorescence
(PEBF) can provide the species-specific density measurements needed for a mote complete understanding of
arcjet flow physics.

In order to verify the effectiveness of PEBF in this application, a series of measurements will be taken in
the plume of a I-kW helium arcjet provided by Aerospace corporation, similar to the standard NASA-Lewis
design. The electron beam is generated by a pseudospak discharge, producing a beam with peak currents of
hundreds of amps and a pulse length of tens of nanoseconds. Beam diameter at the test area, and thus the spatial
resolution of the technique, is approximately one millimeter. The beam will be generated downstream of the
arcjet and introduced to the arcjet along the centerime, and the collection optics mounted perpendicular to the
arcet to minimize any Doppler shift of the fluorescence signal. For the initial tests, the fluorescec signal will
be detected by a 1 omnultiplier tube, with nariow4bd filters excluding all but the 501.7nm Helium line.

The fluorescence signals meured during the experiment will be normalized by electron-beem current
and compared to calibrtion benchmarks obtained by passing the electron beam through a chamber containing a
static gas of known density and compostio using the same collection optics and experimental geometry.
Peliminmary calculatious suggest that the total fluorescence signal in the probe volune in the 10s period
following excitation will be appoximately 6.Ox10r photons for a local number density of 10" cm. This signal is
well above the expected background, and occurs at a timescale small compared with the quenching timescale of
300ns. Teoretical calculations also confim that the beam will self-focus in the density regime under
conideatin and beam divergence or atenuation will not be a problem(.

Cuently, the pulsed electron gun is being tested in a dedicated test and calbation faility. This allows
us to determine the proper operating parameters (discharge chamber pressure and voltage) of the electron gun, and
conduct a preliminary calibration, without requiri g the use of the main arcjet chamber. This chamber, consisting
of a l.5m diameter vacuum tank with a 6,000chn roots-stokes pump combination, is being overhauled to allow
unresuicted a et operation and dignostics, including both PEBF and thrust stand measurements.

It is expected that both the chamber overhaul and the initial electron gun tests will be completed shortly.
At this point, we will be able to anach the electron gun to the main test chamber. A vacuum isolation system will
allow the gun to be operated under optimum conditions regardless of the conditions in the test area, and we will
then proceed to conduct a final calibration. At this point, it will be possible to measure the density at points in the
plume, with the ultimate goal of making a complete density map. Initial measurements will be made only for
atomic helium, due to the ease of calibratio

Once the technique is verified, more comprehensive measurements will be taken. This will include
observations of other species in the plume, as well as observation of l-kW and possibly 30-kW hydrogen and
ammonia a=ets. The technique will be used in conjunctim with species-specific velcmnetry (laser-induced
fluorescence or current modulation velocimetry) to obtain the species-specific momentum flux.

2. Triple Langmuir Probe Measurements

At the Phillips Laboratory site, a triple Languuir probe4 was used to measure the electron temperature and
electron density during the PPU switching cycle. The technique used to interpret the triple probe results and the
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explontion of trip probe fr is pUriny taken frotm Tilley ct aL The triple probe echnUe Was chosen
due tois simpiity of data reduction and its ability to insateouy folow fluctuations of the plasma properties
in the wj plm. A triple probe conists of three Langmuir probes that are electrically set up so that no voltage
potential swep of the probes are required. Since curve fitting is not needed, data analysis is also much easier
than for single or double probe techniques. This is believed to be the first use of a ripl probe on an arcjet in
refence 4, MPD truster plumes were investigated.

i Shown in Figure I is a comparison of how four arciet operating parameters behave as a function of time: electron
tempera ure, electron density, arcjet current modulation and the observed plume emissio ripple of the Ha line.
The modulation in the current delivered to the a cJet causes time-dependent variations in other operating
parameters. The PPY current amplitude varies about 20 (p-p) around the mewm value of 8.2 amps and modulaaes
with the PPU switching frequency of 16.6 kHz. The electron temperature is observed to vary over a 20* range
about the mean while electron densities fluctuate about 7% throughout the typical modulation cycle. Note that the
currnt modulation electron tem ature and plume optical signals are all at the same frequency and almost in
phase. A time delay between crent ripple and both the observed electron temperature and plume emission
fluctuations, which were observed at an axial location 2.5 cm downstream of the nozzl exit, is to be expected
There is appMoximately a 5.2 p=sec delay as the gas is convected downstream from the principal arcjet heating
zone just in fimot of the cathode tip. The electron number density, although also strongly correlated with current,
is 1800 out of phase with the electron temperature. However, the observed plmne emission is in phase with the
electron temperature fluctoations. These observation imply that the electron temperature drives the excited state

i 3. Cbmber and PPU Effects / Current Modulation Velodmetry

In out previots waW a velocity diagnostic called emission ripple velocimetry (ERV) was presented. In ERV,
local optical emission oscillations are observed in the plume which are a result of current modulations from a high
frequency switching power supply. Measurement of the delay of the emission signal with respect to the current
waveform, as a function of axial position, allowed the axial flow velocity (averaged over the distance between two
successiv observation stations) to be calculated.

ERV, as impleiented in reference 6, had two disadvantages which limited its usefidness:
1. An ERV measurement can only be obtained in the presence of significant high-frequency currenti It is thus inappropiate for use with, e.g., traditional ballasted welding power supplies.
2.The emission signals at different axial stations were obtained at different times (only one detector
was used). Velocities so obtained must be time-averaged in order to be meaningful.

We developed a modification to the ERV technique, which we call current modulation velocimetry or CMV,
which avoids these difficulties. In CMV, ambient current ripple is not used. Instead, a current spike is
superimposed on the arcjet curent. The consequent spike in emission is observed simultaneously at two axial
locations (using two detors) separated by several millimeters. The current spike and the emission spikes are all
of duration a few microseconds. The time delay between the emission spikes at the two locations can be resolved
to about one nmoseood, leading to a velocity measurement whose accuracy is in the range 30-60 m/s for plume
velocities of order 5-10 km/s; this accuracy is comparable to those of recent CW-LIF results.7?

Note that the velocity measurements obtained with CMV, while still position-averaged over the detector
separation (here, 329-0.05 mm), are instantaneous. We know of no other plume velocimetry technique which
has this property. LIF measurements, for example, determine the absorption lineshape by scanning in laser
wavelength, which takes a minimum of several seconds to determine a velocity. In principle, a Doppler-shifted
emission hineshape could be recorded instantaneously by a spectrograph and a gated imaging detector, but we
know of no plume measurements in which Doppler shifts have been so measured.

Using the current modulation velocimetry technique, arcjet plume velocity measurements were taken along the
centerline as a function of background pressure. Velocity measurements for the lowest three pressure levels are
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very similar betwieen the amzl exit and two an downstream At this location, velocities for the 40 mniorr level
renion constan or even ame observed to rise slightly while velocities for 150 and 300 uToi can be seen to
dec out to 3.5 an downabum. Velocity mteasurments for 1.5 Toi climber presure ate substantially
low than for the othe background pressura =eted. As expected, the 800 mTorr velocity curv falls between the
high peessure level and the three lower press=r levels.

The trend for all the curves in Figure 2, for axia velocity to decease with distance from the nozle, is consistent
With the MSrentsof Liebeskind et aL7

figure 3 presents the sam data as Figure 2, for t lowest and highest pressure. Error ban are shown which
represent one standard deviatio of ten velocity measuremients taken at separate times. We see that the plume
velocity is not constant, but fluctuates by several percent or moat.
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Introduction

In the past year, the number of technical papers reporting research on the all-carbon
molecules known as the fuilerenes has continued to increase drastically. Knowledge of the
chemical and physical properties of fulierenes, especially C& is growing. In this time,
our research on the use of C60 molecules as a propellant for ion propulsion has
progressed. While we have continued our investigations of electron impact induced
behavior of fullerenes such as ionization, excitation and emission, our studies of C60
plasma discharge phenomena have received more attention.

Program Objectives and Accomplishments

We have successfully sustained a C60/C70 plasma in a filament cathode graphite wall
discharge chamber for 45 minutes with a discharge voltage as low as 22 V. The ion beam
extracted from this discharge was characteized with a crossed electric and magnetic field
(EXB) probe. The resolution of this probe at high mass-to-charge ratios was not high
enough to discern fulerene fragments, though C2 and C4 fragments were not observed.
However, significant ion peaks corresponding to either CO, a known oxidation product of
C60, or N2 are present, as well as a peak corresponding to C02. The background gas peak
intensities decrease over the course of the experiments.

Filament erosion continued to be a severe problem. Hence, we have constructed a quartz
walled RF discharge chamber for further experiments. The RF discharge chamber has been
operated with Argon gas in initial experiments. The discharge chamber is not cooled, and
will attain a wall temperature of approximately 400 *C without additional heating elements.
Because of the lack of carbide-forming electrodes and quartz walls, we anticipate greater
ease in sustaining a C60 plasma with this apparatus. Takegahara and Nakayama (1993)
have prepared a C60 plasma by this technique.

-- An automated data acquisition system has been installed for long duration experiments. It
simultaneously monitors beam current and voltage, discharge chamber and effusive cell
teprtrs, flow rate, and diagnostic probes. A residual gas analyzer has also been addedI to the system to monitor background gas levels. The RGA resolves ion mass up to 100
amu.
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Mass flow rate measurements of fullerene into the discharge chamber were attempted
unsuccessfully by measuring capacitance changes of the effusive cell as the fullerenes
eff-4ed. 'The capacitance change due to thermal effects were of the same order of magnitude
as the change due to loss of the C60 dielectric. We have since obtained a quartz crystal

icroalance to perform calibrated mass flow - rements.

We have obtained an infrared spectrophotometer which we intend to use for ion beam
analysis. The instrument is sensitive in the 4000 to 600 cm-1 range. Modifications to the
EXB probe am also being made to imprm resolution in the high mass range.

In addition to erosion of the cathode filament, a large quantity of toluene-insoluble material
was found to remain in the effusive cell after long duration, high temperature runs. It was
found that this material was amorphous carbon thought to be formed as a result of
reactions with entrapped water and solvents. However, annealing of samples prior to
sublimation did not inhibit the fullerene breakdown. Annealing was performed at 200 OC
for 12 hours prior to operation of the discharge. However, some reports (Milliken et al.,
1991) state that toluene conamination of fullerene samples was present up to temperatures
f 60 °C

H-igh Te.~w Stblt -~ M- .rnnhit Tests

Between 600 and 700 0C, little disintegration of the fullerene material is observed.
However, above 800 OC, the fragmentation becomes quite pronounced (Sundar et al., I
1992). Such temperatures are necessary for high propellant flow rates. Other reports
indicate that C60 should remain stable at much higher te atures than those used in our
experiments (Zhang et al., 1993 and Baum et al., 1992). We have started conducting I
experiments of thermal disintegration of fullerenes. Measured quantities of fullerene
powder are placed in quartz tubes, and heated under Helium flow to 250 OC for 24 hours.
The tubes are then vacuum sealed and placed in a tube furnace for various durations. After
removal from the furnace, solvent is added to each tube and concentration of soluble
material measured with FIR spectroscopy. Because fullerehe crystals may trap impurities
via "clathrate type" intercalation (Kamaras et al, 1993), the tests are also being conducted
by vacuum deposition of fullerene film into the quartz tubes. Furthermore, the effect of
various materials on fullerene decomposition is being investigated by the addition of
samples to the tubes.

IR Sbxaosco= of Fullerenes

The first publications showing IR absorption spectra of C60 (Kratschmer et al., 1990 and
Kamaras et al, 1993) showed, in addition to the four main dipole peaks theoretically
predicted, a moderate intensity peak in the region where C02 twin features are typically
observed. Indeed, these features which appear at 2349 cur 1 and 2328 cm-1 were attributed
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I to C02 adsorbed by the fullerene. However, the peaks are shifted and their relative
intensities switched from commonly observed CO2 contamination features.

I To investigate this discrepancy, we performed diffuse reflectance fourier transform infrared
spectroscopy on fullerene samples prepared by three separate techniques: films formed on
KBr by vacuum evaporation, freshly formed fullerene containing soot transported with

ascerite (a C02 absorber), and purified C60 obtained from MER corporation dissolved in
CS2. Though each of the samples should have been free of C02 contamination, the twin
peaks were present in all three spectra with the same relative intensity. Therefore, we
believed that the features were due to either combination modes or vibrational modes
allowed by the presence of 13C isotope.

U Several papers have since been published (Chase, et al., 1992, Wang et al., 1993) which
show C60's very rich vibrational spectrum. Theoretically predicted modes are assigned to
each observed peak, including those originally attributed to C02. However, these peak
assignments have not yet been confirmed by analysis of isotopically enriched or
isotopically pure fullerenes. We have attempted formation of pure 13C fullerenes by laser
vaporization techniques, but found no toluene extractable material in the soot.
Subsequently, we attempted to form isotopically enriched fullerenes by the arc method.
Hollow graphite rods were packed with amorphous 13C powder mixed with a carbonI binder. Though fullerenes were produced from these rods, no peak shifting or growth was
observed in the spectrum. We believe that only the graphite portions of the rod actually
vaporized and contributed to fullerene formation. We are continuing our attempts at
producing isotopically pure fullerenes by compressing amorphous carbon powder at high
temperatue to form rods for arc method fullerene production. This technique has been
successfully employed (Kratschmer, Fostiropoulos, and Huffman, 1990) to demonstrate
peak shift of the four main dipole peaks of C6&

We also obtained 99.97% pure C70 from Term Ltd. to examine its vibrational structure and
to have a standard for comparison with the C60 samples. In this way, C70 impurities
contributing to the IR spectra of the C60 samples could be detected.I
Luminescence of Gas Phase C60

U Experiments performed to determine UV and visible luminescence from gas phase
fullerenes subjected to electron impact were performed. It ha! ince been determined that
the emission features observed in these experiments resulted frum water and its associated
fragments, again indicating the tendency of C60 to trap water upon crystallization. In fact,
no emission features in the UV or visible spectrum can be attributed to C60 from these
investigations.

I
I
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I
SUMMARY/OVERVIEW:

In order to confidently integrate advanced plasma thrusters on future spacecraft, it is
vitally important to assess their backflow contamination potential. Currently, there is no
accurate predictive capability to determine the impact of plasma thruster-spacecraft
interactions. We employ the hybrid electrostatic plasma particle-in-cell (PIC) method to
simulate the transport of low energy ions that are transported from the plume into the
backflow region around a spacecraft Due to the large-scale nature of the problem, we
are harnessing state-of-the-art parallel computers, and are able to make backflow
predictions over 3-dimensional realistic spacecraft.

AUTHORS:

Daniel Hastings and Robie SamantaRoy,
MIT Department of Aeronautics and Astronautics

Steven Taylor
CalTech
Department of Computer Science

TECHNICAL DISCUSSION:

With renewed interest in electric propulsion for a number of planned missions, as
well as station keeping applications for geostationary communication satellites, the
important issues of spacecraft contamination are receiving increased attention. For
example, in ion thruster plumes, a low-energy plasma is created by charge-exchange
processes, and can expand around a spacecraft leading to a current drain on high voltage
surfaces. The enhanced plasma density can also lead to attenuation and refraction of
electromagnetic wave transmission and reception. In addition, many thrusters emit heavy
metal species, both charged and uncharged, due to erosion which can easily adhere to
spacecraft surfaces. It is vitally important to understand and predict the backflow
transport of these species from the plume onto a spacecraft. Thus, a clear understanding
of the plumes of electric propulsion thrusters and the transport of contaminating effluents
in them is necessary. Backflow contamination can lead to sputtering and effluent
deposition that can affect such aspects of the spacecraft as solar arrays, thermal control
surfaces, optical sensors, communications, science instrumentation, general structural
properties of materials, and spacecraft charging. This is illustrated in Fig. 1

We are currently developing a numerical model of an ion thruster plume. We have5 chosen ion thrusters due to their maturity and the relatively large data base with which to
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compare our results with. One issue associated with ion thrusters is that complete
ionization can not be achieved with reasonable levels of power, and hence, neutral gas is
emitted at thermal speeds. We are interested in these slow neutrals because they charge-
exchange with the fast beam ions producing fast neutrals and slow ions which can be
influenced by local electric fields in the plume. The electric field structure in the plume,
as seen in experimentsl and in computational models 2, is radial, and hence the slow ions
are pushed out of the beam and move back towards the spacecraft. The plasma particle-
in-cell (PIC) technique is applied to the slow charge-exchange (CEX) ions produced in
the beam and their transport in the region exterior to the beam. These CEX ions are
transported into the backflow region and can present a contamination hazard for the
spacecraft. The self-consistent electrostatic potential is determined by solving Poisson's U
equation over the entire computational domain.

Historically, PIC techniques have been applied to small-scale problems. However,
we are harnessing the power of massively parallel computers, like the Intel Touchstone
Delta, and have developed a fully three-dimensional PIC code that can simulate the
backflow over an entire realistic spacecraft - a feat never before attempted. Our goal is to
gain insight into the contamination process, and to accurately provide estimates of
contaminating fluxes so that spacecraft designers can integrate electric propulsion
thrusters unto spacecraft with a much higher level of confidence. As an example, in Fig 2
we show the nondimensional backflow current for an ion engine as a function of the ion
beam current. This figure shows that the backflow is typically a few percent of the beam
current. Note however that for 6 Amperes of ion beam current, this is a backflow of 1018
particles/sec. For a molecular diameter of a few Angstroms, then this backflow flux can
cover areas of fractions of a square meter with monolayers of propellant and
contaminants. We also see that the scaling of the nondimensional backflow current is not
linear as might be expected based on the scaling of the charge exchange source term. This
is because of the focusing effect of the potential as the current increases.

1) Carruth, M.R., A Review of Studies on Ion Thruster Beam and Charge-Exchange
Plasmas, AIAA 82-1944, 16th International Electric Propulsion Conference, New
Orleans, LA, Nov. 1982.
2) Samanta Roy, R.I. et a, Modelling of Ion Thruster Plume Contamination, IEPC 93-
142, 23rd International Electric Propulsion Conference, Seattle, WA Sept. 1993.
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Prepared for AFOSR Contractors' Meeting, Colorado Springs, JAne 1994

I INTRODUCTION

Electrostatic thrusters require propellants with high atomic or
molecular mass and low ionization potential. A fullerene (C60) has these
and other important attributes which make it ideally suited to replace
xenon (Xe) as the preferred ion thruster propellant. Fullerenes are
recently discovered carbon molecules that in their atomic arrangement
resemble the geodesic dome designed by Buckminster Fuller. A C6 0
fullerene ion thruster has the potential to achieve unprecedented perfor-
mance. It could deliver up to 30 times larger thrust density than Xe fueled
thruster while simultaneously reducing the relative losses by a factor up to
5.5. This makes it suitable for current ion thruster missions as well as
future multimegawatt interplanetary missions where it would function as
the main thruster.

During the initial stage of the program (Phase I SBIR), the basic
feasibility issues were addressed. This included experiments in vapor
generation and control, electrode poisoning, fragmentation of C6 0 upon
ionization and acceleration. A schematic of the apparatus is shown in
Fig. 1. It was shown that fullerene vapor mass flow can be controlled,
discharged in pure fullerene vapor was demonstrated and that C6 0

f fragmentation occurred only in overheated locations that experienced
temperatures exceeding 800°C. 1  This proved the basic feasibility of the
fullerene ion thruster.

I * Performed under an SBIR Phase II Contract No. F49620-94-C-0006

Prof. Manuel Martinez-Sanchez of MIT and Dr. Don Lorents of SRI consulted in
electrostatic propulsion and fullerene science, respectively.

3 1 V. Hruby, et al., "A High Thrust Density, C60 Cluster, Ion Thruster," 25th AIAA

Plasmadynamics and Lasers Conference, Paper No. 94-2466, June 1994.
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The grtatest difficulty was encountered with the cathodes which
were made of spiraled 2% thoriated tungsten wire. The cathodes were
bombarded and coated by fullerene ions which degenerated into graphite
cutting down on emission while shortening the cathode life. Similar
problems are anticipated with hollow cathodes operating on C6 0. Thus,
cathode investigation and alternative methods of fullerene ionization
(e.g., electron cyclotron resonance) are the initial subjects of investigation
in the current Phase II SBIR effort that was recently started.

PROGRAM OBJECTIVES

The overall Phase II program objective is to develop and construct a
laboratory fullerene fueled ion thruster and perform experiments to
explore its performance. The work is focused on cathodes and fullerene
discharge phenomena and identification of preferred fullerene ionization
methods.

CURRENT STATUS

The following work was accomplished since the initiation of Phase II
work four months ago.

1) Hollow cathode to operate on fullerenes, xenon and argon with
replaceable orifice has been designed and is being procured.
Assuming that fullerene fed hollow cathode is not feasible,
several alternatives are being investigated.

a) Operating the hollow cathode on Xe (or Ar) at minimal mass
flow.

b) Assessing the effect of mixed Xe/C60 flow on the discharge and
on the grid erosion which must necessarily be designed for C6 0
mass over charge ratio.

c) Investigation of alternative electron sources for electron
bombardment ionization of fullerenes.

d) Investigation of electron cyclotron resonance (ECR) fullerene
ionization as an alternative to electron bombardment.
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2) Fullerene discharge chamber to be made of explosion bonded
Cu/SST laminate was designed and is being procured.

3) Discharge chamber with electromagnets providing the cuspmagnetic field distribution for better primary electron utilization
is being designed.

4) Facility upgrade was designed and is being implemented. The
experiment will be controlled by PC based control and data
acquisition system. LabView generic software is being adapted
for this purpose. Safe electrical floating of all power supplies and
data acquisition equipment was the major challenge in this task.

5) Experiments to expand the fullerene vapor pressure database are
being carried out using equipment designed and constructed
during Phase I of the program. The objective is to obtain mass
flow/vapor pressure data at 600, 650, 680, and 700°C for a given
orifice size.

6) Subcontracts to McDonnell Douglas and SRI International to
provide system analysis and fullerene analysis respectively were
negotiated and put in place.

SS MHEAT SWIEDS MFI HEATING TO 800 *C HETE

I FLANG CATHOD
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WATER-COOLED Co POWDER OUARTZ SST ANODE
BALANCED BEAM DISCHARGE
PLATE PLATFORM C-AMBERP

OUARTZ Coo SST ORIFICE VOLTAGE AGAT STOIE n
VAPORIZATION VARIABLE ID DISC1ARCE BEARINGS
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Pig. I Fulierene Oven, Vaporization and Discharge
Chamber Schematic
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I
SUMMARY/OVERVIEW:

A multiplexed laser induced fluorescence (LIF) method is being used to provide
accurate measurement of velocity and temperature in the exhaust flow of small arc ets.
The narrow linewidth of a single frequency stabilized 64 dye laser is used to measure
the velocity distribution function of an excited state in the flow, which then determines
the velocity and temperature. The laser beam is divided, then each beam is modulated
at a different chopper frequency and recombined at an angle to provide a point measure-
ment of two vector components of the flow velocity. Neutral excited state speces of
argon, hydrogen and nitrogen have been used to provide measurements near the ext
plane of an argon arcet and an arqet operated with simulated ammonia and hydrazine
propellants, These flowfield measurements have been compared with predictions from
the UTSM numerical arcjet code. The measured velocity was larger than predicted for 1
the hydrogen-nitrogen propellants and showed a velocity separation between the
hydrogen and nitrogen constituents. A new, nonequllibrium, two-temperature plasma
model has been incorporated into the UTSI code. Detailed comparisons with the 1F I
measurements will also require a computation of the plume expansion region down-
stream of the nozzle exit.

TECHNICAL DISCUSSION

A multiplexed LIF diagnostic method was developed to provide accurate measure-
ments of the velocity distribution function of an excited atomic state in an arcjet exhaust
plume. Point measurements of two velocity components are obtained simultaneously
using a multiplex method. The beam from a frequency stabilized (Coherent 699-21) dye
laser is split into two parallel beams, each of which is modulated at a different chopper
frequency. The modulated beams are crossed at an angle to provide a measurement
volume which samples two vector components of the velocity distribution function
simultaneously. An absolute frequency reference is determined at the same time using
the optogalvanic effect from the same atomic transition in a hollow cathode lamp. The
narrow linewidth of the laser (approx. 500 kHz) provides an ultimate precision of
approximately 1 in/s
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Extensive flowfield measurements were made in the exhaust flow of a small
water-cooled arcjet operated with argon propellant to demonstrate the measurement
technique [1]. We have now extended this method to excited states of hydrogen andI nitrogen species, and made measurements on a NASA 1 kW arciet using simulated
ammonia and hydrazine propellants.

Experimental tests on our arcjet were conducted at NASA Lewis Research Center
to establish to determine thrust and efficiency for comparison with the code predictions.
High resolution emission spectra were recorded for the hydrogen-nitrogen arciet to
determine the chemical species present in the exhaust flow and provide an independent
estimate of the temperature. These spectra were used to identify candidate excited
nitrogen species to use in the LIF measurements. The Balmer alpha line of hydrogen is
the only practical choice in hydrogen.

Large LIF signals could be obtained in the original experiments with argon, but
the signals available from hydrogen and nitrogen were much weaker. To improve the
signal-to-noise ratio, we moved the detector outside the chamber where a photomulti-
plier tube could easily be used. The signal was collected with a cassegrain telescope and
passed through a 1.25 m monochrometer to provide wavelength filtering. Using this
detection system it was possible to use different excitation and detection wavelengths
with nitrogen to eliminate the problem of laser radiation scattered from optical elements
and the arcjet nozzle.

The tunable dye laser used for these experiments has a maximum scan width of 30
GHz. This is comparable to the doppler width of the H-alpha line in arcjet flows and
makes it difficult to accurately measure the shift and broadening of the several fine
structure components of this line. The line width of nitrogen is smaller because of its
larger mass and, therefore, it provides a better diagnostic. The 3s4P - 3p4SO transition of
nitrogen at a wavelength of 746.83 nm was excited by the laser, and the fluorescence
emission at a wavelength of 744.23 nm was used for detection to eliminate problems
associated with laser scattering. A typical measured doppler profile for both the

I perpendicular and angled beam is shown in Figure 1, together with the optogalvanic
reference signal from a specially constructed hollow cathode lamp.

Axial and radial velocity profiles obtained using both hydrogen and nitrogen
atoms are shown in Figure 2, together with the predictions from the UTSI equilibrium
code. The axial velocity of the nitrogen is larger than the hydrogen, and both are larger

I than the code predictions. The radial velocity of hydrogen is larger than nitrogen, which
agrees reasonably well with the code predictions. These data were taken approximately
1 mm downstream of the nozzle exit, and demonstrate the effects of the free-jet expan-
sion past the nozzle, which is not modeled by the code.

Since the chamber pressure in these experiments was approximately 1 Torr, these
data suggest that it may be necessary in a comprehensive arcjet code to model velocity
separation of hydrogen and nitrogen species during nozzle expansion.

The UTSI code [2], developed under the sponsorship of NASA/LeRC, has now
been modified to include finite rate chemistry, species diffusion and separate energy

176



equations for the electrons and heavy particles. Currently, the code uses only hydrogen
for the propellant and has four species: molecular hydrogen, atomic hydrogen, positive
hydrogen ions and electrons. There are several possible choices for the two energy
equations used to determine the electron and heavy particle temperatures. We chose to m
use the electron energy equation and a separate equation for the static energy of the
mixture of electrons and heavy species.

Chemical rate coefficients, with one exception, were taken from the work of
McCay [3]. This exception is the rate of ionization of H atom by electrons which was
calculated from ionization cross-section data. Ionization may occur by a two-step process
where an electron first excites an H atom and this excited atom is then ionized by a
collision with a second electron. This second process will be fast compared to the first
because of the relatively small energy required to ionize an excited atom. To implement
this effect without introducing a new species (excited H), the threshold energy for the
ionization cross section was taken to be the excitation potential (10.2 ev) rather than the
ionization potential (13.5 ev).

The nonequibrium code has experienced some problems with convergence. We
have relaxed some of the constraints used in the equilibrium version of the code, and I
have now obtained satisfactory convergence. Specifically, we have removed the fixed
power constraint and the linear anode current assumption. The computation of the
electromagnetic field in plasma codes are often plagued with consistency problems.

Typically, only two of the four Maxwell's equations are needed to calculate the
electric and magnetic field. The curl of the electric field must vanish for a steady state
problem, and tests of vanishing curl of the electric field revealed some numerical
problems with our code which have now been corrected. Arcet codes are under m
development in several other laboratories, but these codes are time dependent and
require considerable computer resources. The UTSI code is a steady-state code and
requires less computer time. Therefore, we are continuing to develop and refine this
code.

REFERENCESI

1. D. Keefer and W. Ruyten, "Laser Fluorescence Velocimetry of an Arjet Exhaust I
Plume," AIDAA/AIAA/DGLR/JSASS 22nd International Electric Propulsion
Conference, Viareggio, Italy, October 14-17, 1991, IEPC-91-093.

2. R. P. Rhodes and D. Keefer, "Comparison of Model Calculations with Experimen-
tal Data from Hydrogen Arcjets," AIDAA/AIAA/DGLR/JSASS 22nd Interna-
tional Electric Propulsion Conference, Viareggio, Italy, October 14-17, 1991,
IEPC-91-111.

3. T. D. McCay and C. E. Dexter, "Chemical Kinetic Performance Loss for a m
Hydrogen Laser Thermal Thruster," L.9a ai Vol 24 No. 4 1987, pp. 372-
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Overview

The primary interest of the Air Force for electric propulsion is with storable
propellants. Our research emphasizes a gaseous mixture of N 2 and H2 for the
simulation of hydrazine arcjets. Because the arcjet is a low Reynolds number
(<1000) device, viscous behavior dominates energy transfer processes in the thermal
and viscous boundary layers, which couple with multi-dimensional heat
conduction in and from the massive conducting anode wall. Therefore, energy
transfer must be described by coupled Navier-Stokes conservation relations and an
electromagnetic heating equation, which depend on a complex way on the fluid
properties.

Energy transport from plasma in the equilibrium constrictor region of the arcjet is a
strong function of the number density distribution of electrons from ionized species.
The diffusion of species, particularly electrons, is likewise important. The electric
current distribution, not known, is strongly coupled to the ne and Te distribution in
the vicinity of the relatively cold constrictor and anode walls. Here, non-
equilibrium plays a dominant role in determining the spatial variation in the
current attachment and anode heating. The proper description of this aspect of
arcjet nozzle flow is the primary goal of the research.

All of the above factors vary significantly with power input (the scaling problem).
Note that a given arcjet operates over a relatively narrow power range, and arcjets as
a class begin to be unstable below -0.5 kW. We feel that is important to perform
experiments away from this stability limit; e. g. at 0.5 kW; e. g. at 1-3 kW. We also
feel that a model, to be valid, must be successfully exercised over this power range.

The degree to which an imposed (applied) magnetic B field alters electron drift and
hence current distribution and arcjet performance is not well understood, but can be
used in conjunction with a numerical model to describe the complex physics of flow
and energy transfer in this region of intense plasma heating. The applied field may
be used to modify the current distribution in a predictable way, and can therefore be
used as another independent variable to validate a numerical model.

We are concerned that the widespread use of the NASA 1 kW thruster may generate
non-repeatable results, because of the poorly-defined heat transfer interface between
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I the nozzle and the body. We also note that the NASA thruster is not well adapted
to interior diagnostics or anode heat transfer studies, and are implementing a new

I anode design.

The emphasis of the AFOSR program at UIUC is experimental, with our code
I validation as the primary goal. We are in the process of implementing a quadruple

Langmuir probe, capable of he, Te, and u measurements in the plume. We are also
designing and implementing a fast response total enthalpy probe for measurements
of heavy particle temperature in the plume. With a new anode we will measure Te
inside the nozzle and constrictor, using a novel Langmuir pin configuration (Fig. 1).
Spectroscopic methods include line-to-line and/or line-to-continuum of seeded
gases (e.g. xenon) by an optical multichannel analyzer (OMA).

Experimental Approach

Several diagnostic techniques are employed to validate the predictions of the
computational model. Using a NASA 1 kW hydrazine arcjet, Langmuir probe
techniques are employed in the plume at the exit plane. Multiple and single probe
techniques are used to determine the electron temperature Te, electron density ne
and the plasma streaming velocity (speed and direction). The flow divergence angle
is measured with rotating single probes and fixed-angle probe techniques. Triple

I Langmuir probes (Chen and Sekiguchi, JAP, 1965), which can be rapidly swept
through the plume, are used to determine Te and ne simultaneously (Fig. 2). The
magnitude of the plume velocity is determined for certain flow conditions using the

I crossed double probe (Kanal, JPP, 1964) technique. Quadruple probes (Burton,
DelMedico and Andrews, JPP, 1993), which combine the triple probe and crossed
probe techniques for simultaneous determination of Te, ne and plasma velocity are

I ultimately used to characterize the plume region. Of paramount importance to
these probe techniques is understanding the effect of two ionized species (nitrogen
and hydrogen) on the ion probe current, and hence on the measured Te, ne and
plasma velocity. Calculations show that measurements of Te are unaffected by the
presence of multiple ions, while the error in the measured values of ne is expected
to be ±5% due to the presence of the two ionized species. Effects due to the velocity

slip due to diffusion are also being considered. The details of these analyses and
experimental data will be presented at the 30th Joint Propulsion Conference (1994) as
paper AIAA 94-3299, "Application of Multiple Electrostatic Probes in the Plume of a
Low Power Arcjet."

Modeling/Interpretation of Experiments

With our present understanding of arcjet modeling, the thrust can be predicted
fairly well; i. e., the models can predict the static pressure distribution in the nozzle.
Voltage, electric field, and current distribution, however, are poorly understood.
The UIUC model includes a self-consistent solution for the voltage; i. e., the anode
potential is assumed, the voltage is determined from Poisson's equation, and the
current is calculated from Ohm's Law. The volumetric ohmic heating, j2 /a,
determines where the energy is deposited, which in turn determines the electrical
conductivity a, which in turn determines and voltage and current distributions.
With this scheme the arc attachment is coupled to the flow field.

1
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Fig. 1. New anode design with pla- Fig. 2. Carriage for multiple i
nar Langmuir pins for nternal le probe diagnostics at the exit plane.
measurements.

An improved 2 kW arcjet nozzle has been designed for internal probing of the i
nozzle. Flush-mounted single and double Langmuir pins (Fig. 1) are being
employed to obtain ne, Te and j in the plasma viscous layer, to better understand the
ohmhic heating distribution and current symmetry inside the constrictor and nozzle i
regions, and permit model validation. Other diagnostics considered for model
veification include static pressure measurements and emi -sion spectroscopy
probing of the constrictor.

The UIUC arcjet model is a steady-state, two-temperature, single-fluid model which
includes flow swirl and anode heat transfer in a convergirg-diverig nozzle
geometry. The model assumes plasma radiation to be optically thin. e gas is a I
combination of nitrogen and hydrogen written generically as xN 2 + H2 . Input
parameters are x, the thruster geometry, mass flow rate, total applied current, and
the inlet swirl angle.

The solution algorithm for the arcjet model is based upon the two temperature
plasma model of Mertogul and Krier (AIAA 93-3224). Distinct energy equations for i
eLectrons and the $as yield separate electron Te and gas T temperatures. Three scalar
momentum equations yield the axial, radial, and azimuhal velocity fields. Species
densities are computed assuming quasi-neutrality and two-temperature chemicali
equilibrium; the appropriate laws of mass action are solved along with a two- I
temperature equation of state. This allows a computationally efficient parametric
investigation of various propellant mixtures.

We note that the electrical conductivity o is strongly coupled to the electron
temperature and number density fields. Ohm's law is combined with V.j = 0 to
solve for the voltage and current distributions. An example of this is illustrated in
Fig 3, where enclosed current contours are shown for an assumed analytical form
foi the conductivity of O=Omax(x)exp(-(r/ranoe) 2). As we incorporate ohmic heating,
radiation loss, andelastic energy transfer source terms into the electron and heavy
particle energy equations, the electrical conductivity is calculated as o=T(Te,ne) so i
that a fully coupled, self-consistent solution for the current distribution is obtained.

I
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The j2/ term for this o distribution is non-monotonic and suggests electron heating

at the wall of the same order as that at the centerline of the constrictor.

The equations are solved iteratively using a finite volume method. The mass
continuity and momentum equations are solved using the PISO algorithm. (Issa,
JCP, 1985). These have been successfully solved for a iabatic flow. The results are
shown in Fig. 4, where Mach contours are illustrated for a low Reynolds number
(Re=117) nozzle flow. The results agree qualitatively with published results (Chung,
et al., AIAA 93-0727) as the centerline Mach number increases to a peak value of
M=2.4 at a downstream distance of x/R rot=8; M then begins to decrease as the flow
thermalizes due to viscous losses. Results wifl be presented at the 25th AIAA
Plasmadynamics and Lasers Conference in June, 1994.
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Fig. 3. Enclosed current contours Fig. 4. Mach contours showing max-
for analytic form of electric conduct- imum in M at x/Rfhroat=8.
ivity C.

Research Applications

i The proposed research will lead to improved efficiency and operation with
storable arcJet propellants based on nitrogen and hydrogen. Scaling studies over a 1-
3 kW range will validate numerical models over a power range, and permit
extrapolation to 10 W Development of two new probe diagnostic techniques, both
inexpensive, will benefit in-flight diagnostics of arcjet missions. Development of a
new and inexpensive spectroscopic technique, coupled with an applied magneticI field, may lead to perf6rmance improvements for the constricted arcjet. In all of
these efforts, modeling will be used to understand the results and lead the way tomore efficient arcjets.

I Reporting

Bufton, S. A., Burton, R. L. and Krier, H., "Application of Multiple Electrostatic
Probes in the Plume of a Low Power Arcjert, to be presented at the 30th JPC,
Indianapolis, 1994.

Megli T. W., Mertoul A., Krier H., and Burton R. L. "Two-Temperature Modelin
of N2/H2 Arcjets, AIAA Paper 94-2413, to be presented at the 25th AIAA
Plasmadynamics and Lasers Corference, June 20-23, 1994.
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Investigation of Energy Distribution in the Interior of a 30kW class Arcjet I
Principal Investigator. Ronald Spores

Air Force Phillips Laboratory
Rocket Propulsion Directorate

Edwards AFB, CA 93524

SUMMARY/OVERVIEW I
The internal energy distribution of a 30kW class arcjet operating on ammonia is being

investigated using emission spectroscopy. Analysis of the information determined from the
hydrogen, NH, and nitrogen spectra will provide a clearer picture of the chemistry within the
arcjet nozzle and lead to methods for improving overall efficiency. Optical access holes .020" in
diameter were made at three axial locations in the nozzle region between the constrictor and
nozzle exit plane. Spectroscopic measurements of excited state atomic hydrogen temperaures,
electron density via stark broadening, nitrogen vibrational and rotational temperatures inside the
arcjet nozzle are being conducted. As anticipated, results show that the expansion flow is in
nonequilibrium.

TECHNICAL DISCUSSION
Over the past 10 years the Air Force has taken the lead in the development of a high

power, 30 kW class arcjet for orbital transfer applications. In December 1995, the Air Force
will be launching a space experiment, ESEX, to demonstrate a high power arcjet. As part of this I
effort, the Phillips Laboratory has been investigating various operational issues of concern, ie.
electromagnetic interference, arcjet ignition, spacecraft thermal loading and plume
contamination due to high power arcjets. One of the more critical issues that needs to be
addressed for the long term development of this technology is overall efficiency which directly
correlates to the needed solar array size. A better understanding of the fundamental energy loss
mechanisms in the arcjet is needed in order to increase efficiency and reduce trip times from
LEO to GEO.

This research utilizes emission spectroscopy to obtain information about the internal
energy distributions and temperatures along the length of the arcjet nozzle. This work will lend
insight into: recombination rates, propellant enthalpy mixing between the central hot gas from
the arc, and cooler boundary layer flow, and heat transfer to the anode walls. Much of this work
compliments that of Zube and Myers ' who looked into the nozzle of a 1 kW arcjet through
optical access holes. Our technique is similar with the exception that it employs a high power
arcjet operating on ammonia propellant. Through comparisons of our work and reference I new
insight into the differences in internal energy depositions of a 1 and 30 kW class arcjet hope to
be obtained. The results of this effort will also be used to enhance the predictive capability of
arcjet computational codes currently being developed by AFOSR.

The arrangement of spectrometer and collection optics for the emission spectroscopy
system is shown in figure 1. The system consists of an Acton Research SP-500 0.5 m
spectrometer with a 2400 holographic grating and a 384x576 CCD detector, approximately
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I 2Onm of the spectra could be viewed at once. Optical access holes have been placed at locations
along the arcjet nozzle corresponding to expansion ratios of 6.6, 78 and 229, refer to figure 2.
The farthest upstream hole is just 0.1" downstream of the constrictor with the other two holes
equally spaced to the nozzle exit. In order to eliminate internal wall reflections into the optical
access ports, holes were drilled straight through both nozzle walls.

I Although the arcjet is capable of being run at power levels as high as 30 kW, tests are
currently being carried out at levels closer to 15 kW due to the projected maximum power
available onboard spacecraft over the next 10 years. Measurements are first being conducted in
the nozzle exit plane with experiments through the optical access holes and into the arcjet
interior to be starting shorlty.

Measurements already taken in the plume of the first 8 hydrogen Balmer lines reveal the
typical arcjet nonequilibrium of the lower lines in the Boltzmann plot of figure 3. It is believed
that this upper excited state temperature is in good agreement with the electron temperature.
The underpopulation which is observed in the lower electronic levels is consistent with PLTE
and it is anticipated that this will also be seen during a similar examination of nitrogen
vibrational spectra. NH rotational temperatures will be determined by comparing experimental
and analytical spectra of the P(0,0) band which is found to be sufficiently free of spectra overlap,E refer to figure 4. The model of NH emission spectra which was used for these calculations was
developed by R Welle2 . Initial measurements have shown that two of the vibrational-rotational
bands of the second positive series of nitrogen are sufficiently distinct to also measure the
nitrogen vibrational temperature. Vibrational measurements taken to date at the exit plane, part
of the spectra measured is shown in figure 5, indicate a temperature of 3700K

Specific power (Power / mass flow rate) operating conditions of the ref. 1 arcjet was
between 21- 25 MJ/kg while the thruster investigated here is operating at 63 MJ/kg. Due to this
much higher specific power level, it is anticipated that there will be a number of differences in

I results as compared to Zube and Myers.' The higher specific impulse should lead to higher
centerline temperatures for the high power arcjet. This result is partially bore out by comparing
the farthest downstream temperature measurements of ref. 1, which was 3100K, to the exit plane
results obtained here of 3800K. Just downstream of the constrictor, the measured temperature
for ref. 1 was -19000K, we anticipate measuring an even higher temperature at this location. An
interesting observation in ref. 1 is that electron density increased with mass flow rate (a decrease
in specific power); the higher mass flow is thought to cool and constrict the arc, thus driving
both the centerline temperature and ionization up. Another observation is that higher
recombination rates occur with increased mass flow, as expected. The extent to which changes
in the mass flow, or specific power, affect the energy distribution in the 30kW class arcjet is
likewise being investigating here. We are also interested in how the longer nozzle length of this
study enhances the recombination process.

1. Dieter Zube, Roger Myers, "Nonequilibrium in a Low Power Arcjet Nozzle", AIAA 91-2113, 27th Joint
Propulsion Conference, June, 1991, Sacramento, CA.
2. M. Crofton, R. Welle, S. Janson, R Cohen, "Rotational and Vibrational Temperatures in the Plume of a
1-kW Ammonia Arcjet", AIAA 91-1491, 22nd Fluid Dynamics, Plasma Dynamics and Lasers Conference, June
1991, Honolulu, Hawaii.
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THERMAL-ELECTRIC PROPULSION WITH
MAGNETOPLASMADYNAMIC ACCELERATION

(AFOSR Grant Contract No F49620-93-1-0611) g
Principal Investigator: Bagher M. Tabibi

Department of Physics
Hampton University
Hampton, VA. 23668

SUMMARY

The thermal-electric propulsion (TEP) system is an advanced
propulsion concept that integrates thermal and electric propulsion
systems in a tandem arrangement to take advantages of both systems.
In the TEP system, a working medium is preheated to its maximum
achievable temperature (-3000 K) by solar thermal flux for generation
of an ionized propellant. The heated propellant then expands through a
hallow cathode for the MPD that serves an expansion nozzle where the
medium is additionally heated by Ohmic heating and accelerated further
by J x B forces. These additional gains in the MPD enhance the specific
impulse and thrust of the propulsion system. Also the initial plasma
from the thermal chamber may assist overcoming the so-called onset
current limit.
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Thermal-Electric propulsion System

Introduction

The thermal-electric propulsion (TEP) is an advanced concept which
provides a high specific impulse (Ip>1200 s) and medium thrust level to

- fill the gap between the very high thrust (2105 lbf) chemical or nuclear
thermal which have very low Isp (< 1000 s) and very low thrust (5 1 lbf) ion
or arcjet which have very high lp (> 104 s). The concept of the TEP, as
shown in Fig. 1, utilizes the principles of a conventional thermal
propulsion and magnetoplasmadynamic (MPD) accelerator in tandem
arrangement to enhance the Isp as well as its thrust level. For the TEP,
input power could be drawn from concentrated solar (STEP) flux or nuclear
thermal (NTEP) energy. In other words, the principle of the TEP could be

* applied either to the solar thermal or to the nuclear thermal propulsion
systems to improve their thrust and Isp.

I The experimental setup for the test of STEP concept is being
constructed at Hampton University under an Air Force Office of Scientific

I Research (AFOSR) grant.

I Solar Thermal propulsion (STP)

The basic mechanism involved in the STP is illustrated in the left
portion of TEP diagram in Fig. 1, where it shows energy sources injected
into the thermal chamber. Solar radiation is focused within an absorption

I chamber. Inside the thermal chamber the propellant is heated to a high
temperature (-3000 K). The heated propellant than expands through a
nozzle to generate thrust. The STP provides the Isp and thrust levels
between those of a chemical and an ion propulsion system (see Fig. 2).

A few research activities on the STP has been vigorously pursued
until now. A noticeable research activity is carried out for the proof-of-
principle of the STP by Rocketdyne Division of Rockwell International
Corp., under the contract sponsored by U.S. Air Force Rocket Propulsion
Laboratory[1-3]. Recent experimental test of the STP system with the
heat exchanger cavity absorber results in Isp - 872 lbf.sec/Ibm. The
projected Isp is 1200 Ibf.sec/Ibm once the propellant temperature of
4,500 OF is achieved using windowed porous material absorber.
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I
I Electrical- Propulsion

The electric propulsion in the TEP system uses the high temperature
gas exhausted from a thermal propulsion system and partially ionized by
thermionic emission of electrons from the nozzle material and /or
possibly by seeded plasma. The use of partially ionized plasma in the MPD
channel is a strong contrast to the conventional arc-jet and MPD thruster

I which must be initiated with a cold-gas propellant. The three key
concerns in electric propulsion are the electrical conductivity for a low
breakdown voltage, the limit of onset current which limits the flow rate
of propellant, and the initial ionization for voluminous production of a
plasma. The use of high temperature gas that enables thermionic emission
of electrons and seeding for the initial ionization processes provide a
voluminous plasma that will relax these three key concerns.

I Thrust and Specific impulse

The thrust of the STEP system depends on the flow rate of
propellant. The capability of the STEP to produce a large volume plasma at
the pre-MPD channel enables the discharge currents of the MPD to be
stable. Thus, further increment of propellant flow rate and subsequently
thrust are possible. Figure 2 shows the estimations of thrust and Isp for

I various propulsion systems. As shown in Fig. 2, the STEP and NTEP are
positioned in the medium ranges of both thrust and Isp as compared to the
chemical, NTP, and other high Isp systems.

References

I [1] Shoji, J.M.:"performance Potential of Advanced Solar Thermal
Propulsion," AIAA Paper 83-1307, AIAA/SAE/ASME 19th joint Propulsion
Conference, June 27-29, 1983.

U [2] Rault, D. F. G. and A. Hertzberg: "Radiation Energy Receiver for Laser
and Solar Propulsion Systems," AIAA Paper 83-1207, AIAAISAE/ASME
19th Joint Propulsion Conference, Seattle, WA, June 27-29, 1983.

[3] Shoji, J. M., Perry, F. J., Lim, D. P., and Pard, A. G.: "Windowed Porus
Material Absorption Concept-A New Solar Thermal Propulsion Concept,"
The Proceedings of 1986 JANNAF Propulsion Meeting, New Orleans,
Louisiana, August 1986.
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I RESEARCH ON SUPERSONIC REACTING FLOWS

. AFOSR Grant No. F49620-94-1-0152

Principal Investigators: C. T. Bowman, R. K Hanson, M. G. Mungal and W. C. Reynolds

Department of Mechanical Engineering
Stanford University

Stanford, CA 94305-3032

SUMMARY/OVERVIEW:

A combined experimental and computational investigation of supersonic reacting flows is being
conducted to gain a more fundamental understanding of flow physics and chemistry interactions
in compressible reacting flows. The research effort involves two interrelated efforts: (1) an
experimental study of mixing and combustion in supersonic flow that utilizes recent advances in
laser-based diagnostics, and (2) simulation and modeling of compressible reacting flows usingi advanced analytical and numerical techniques.

TECHNICAL DISCUSSION:

Iin Sulni Flows

This element of our research comprises three elements: (1) a study of the structure ofI compressible reacting mixing layers; (2) an investigation of strategies for enhancing mixing in
compressible mixing layers; and, (3) application of promising mixing enhancement techniques to
reacting compressible mixing layers.

I Compressible Combustion Studies

A major focus of our research is on the further examination of the structure of compressibleI reacting mixing layers as a function of three parameters that simulations and initial experiments
indicate will have the largest influence on structure - convective Mach number, heat release and
the mean vorticity-density profile. Structural features of the layer will be visualized using
simultaneous planar laser-induced fluorescence (PLIF) images of OH (a marker of chemical
reaction) and acetone (a marker of fuel). In addition, quantitative images of static temperature
will be obtained using PLIF NO and OH thermometry. The time evolution of the large-scale
structures will be obtained using a recently-developed double-pulse PLIF imaging technique,
described below. All of these flow visualization techniques were developed in our laboratory.

The approach in these experiments is to fix convective Mach number and to vary heat release by
varying the hydrogen and oxygen concentration in the feedstreams from low values, where
simulations suggest that the flow structure resembles its nonreacting counterpart, to high values
where simulations suggest the existence of colayers at convective Mach numbers greater than
about 0.5. Experiments have been completed at low heat release for high and low convective
Mach numbers, and the observed flow structure resembles that of nonreacting flows (Miller et
al., 1994).

I Double-Pulse PLIF Imaging

A new method for recording the evolution of large-scale structures in high-speed reacting mixing
I layers has been recently developed and demonstrated (Seitzman et al., 1994) The technique
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I
utilizes a single frequency-doubled dye laser which produces two pulses of laser light separated
by an adjustable interval. The laser wavelength is selected to simultaneously excite fluorescence I
from acetone, seeded into the fuel stream, and from OH, which marks the hot combustion
products. The fluorescent signals can be spectrally separated, allowing recording of four
independent images (i.e., an OH/acetone image pair for each of the two pulses) using four I
intensified CCD cameras.

A schematic diagram of the experimental arrangement is shown in Fig. 1 and typical results,
combined into two overlaid OH/acetone images, are shown in Fig. 2.

_m 
I

Figure 1. Schematic of mixing layer facility, and optical arrangement of laser sheet and cameras.

I

Figure 2. Overlaid double-pulse sideview images (77x50 mm) of acetone and OH in the
mixing layer with Mc=0.32: (upper) first pulse image and (lower) second pulse
image with a 50 ;ts delay.

For the low-compressibility conditions of Fig. 2, it is easy to identify and follow the movement
of distinct structural features. The OH containing structures convect at a velocity that is similar
to (but slightly higher than) the calculated mean convective speed of the layer, while the edge of
the acetone-containing structure moves at nearly the speed of the slow stream.
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SMxing St m

In addition to the rekcting flow experiments described above, we have performed experiments in
non-reacting flows aimed at understanding the instantaneous three-dimensional structure of theI mixing layer. The approach is as folows: "rx low-speed side of the supersonic mixing layer is
seeded with small amounts of alcohol vapor waich condenses in the layer upon mixing with the
cold high-speed stream. A laser pulse from a Candela laser is rapidly swept through the mixing
region and the light scattered from the fine alcohol droplets is recorded as 16 planar images
using an Imacon image converter camera. The images are then re-assembled to produce an
instantaneous representation of the mixed fluid region in the layer using volume rendering. AnI example is shown in Fig. 3.

I

Figure 3. Instantaneous structure of supersonic mixing layers. Upper images are planar cuts.
Lower is volume rendering rotated to various viewing angles.

The upper image set shows 5 of the recorded slices as the sheet sweeps through a low-
compressibility mixing layer. The bottom image set shows the volume rendering resulting from
the full image set. The volume rendering clearly reveals the quasi two-dimensional structure of
the layer, expected at low compressibility. Similar renderings at higher compressibilities show a
considerably less organized structure, but with several prominent diagonal bands. This new
technique will find further use, as needed, as our studies on mixing enhancements continue.

Stability Analyses and Numerical Simulations

The objectives of this element of our research are to conduct analytical and computational
studies of reacting supersonic mixing layers that not only provide insight into the behavior of the
layer that guides the experiments and aids in their interpretation, but also provides detailed
information on flow physics not directly available from the experiments.

A focus of the computational effort will be on effects of chemistry models on results. Initial
efforts will consider differences between single-step and multi-step chemistry models.
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I MECHANISTIC MODELS FOR SOOT FORMATION

AFOSR Contract No. F49620-91-C-0056

Principal Investigators: M.B. Colket, III and R.J. Hall

United Technologies Research Center
East Hartford, CT 06108

SUMMARY/OVERVIEW

The overall objectives of this work are to (1) refine and update an existing soot formation model
I and (2) with the assistance of M. Smooke of Yale University, incorporate this soot model into a code

describing a laminar, opposed jet diffusion flame. Pyrolysis data obtained in previous years from
a single-pulse shock tube have been interpreted to develop a detailed pyrolytic model of toluene
decay and polyaromatic hydrocarbon formation. The soot model has been refined and incorporated
into the diffusion flame model. The resultant code describes a strongly coupled gas-particulate
system which includes effects of (gas and particulate) radiation, species scavenging by the particles,

i thermophoresis and oxidation.

TECHICAL DISCUSSION
i A. Toluene Pyrolysis and Formation of Polyaromatic Hydrocarbons

As part of the effort to develop a model for soot production in an opposed jet diffusion flame,
the reaction kinetics and mechanisms associated with ring and polyaromatic hydrocarbon forma-I tion during the oxidative pyrolysis of alkane fuels need to be established. In the previous years,
the mechanism for benzene formation during the decomposition of methane was investigated' and
toluene, phenylacetylene, norbonadiene and cyclopentadiene were pyrolyzed. Along with the hydro-
carbon decomposition, information was collected on the formation of polyaromatic hydrocarbons
(PAH). Detailed chemical kinetic modeling2 has offered some answers to some key issues related
to bensyl radical decay. The existence of a low temperature decomposition pathway has been

I confirmed and the likely products have been identified. Furthermore, the rate of PAH produc-
tion exceeded that predicted using the standard mechanism involving sequential acetylene addition.
This result is not unexpected since, in the case of toluene pyrolysis, bimolecular reactions involving
aromatics should lead to a substantial increase in growth rates. Rapid formation of anthracene was
found during toluene pyrolysis at low temperatures but phenanthrene (a more stable isomer of an-
thracene) was produced much more readily during phenylacetylene pyrolysis. These results provide
a basis for suggesting specific mechanisms for formation of these C 14H10 species. Since equilibrium
levels of anthracene and phenanthrene were approached above 1600K for these experiments, a rate
constant of 8x10 12exp(-65kcal/mole/RT) sec for the isomerization, anthracene +-. phenanthrene,
was estimated. Finally, four-centered, concerted reactions involving direct H2 elimination and ring
closure were suggested to explain the rapid production of selected PAH species. Rate constants of
10$exp(-E/RT) sec - ', where 30<E<40 kcal/mole, were used to describe this overall process.

I B. Soot Formation in an Opposed Jet, Laminar Diffusion Flame

B.1. Description

A new tool for studying soot formation in opposed jet diffusion flames has been developed' by
integrating the dynamical equations for spheroid growth with the conservation equations and com-
plex chemistry of counterfiow diffusion flames. The approach is an extension of recently reported
work on soot formation in premixed flames4 , although a revised inception mechanism based on
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quasi steady-state expressions for intermediates formed during the production of naphthalene and

phenanthree has been utilized. The growth of spheroids has been treated as a classical aerosol
dynamics problem; the sire range of interest is divided into discrete intervals or classes with a
logarithmic transormation and the size clam mass densities are derived using terms representing
inception, surface growth (and oxidation), and coalescence. It is assumed that surface growth and
coalescence have the free molecule form, and that the spheroids consist of carbon. Particle in-
ception, surface growth, and oxidation are calculated from local concentrations of gaseous species
determined from a complex chemical kinetic mechanism. Scrubbing of species due to inception,
growth and oxidation of the particles is included in the species and conservation equations. Particle
transport by thermophoresis and diffusion with an effective sectional diffusion coefficient have been
included. Non-adiabatic radiative loss by both gas and particle emission is also included in the
energy equation. The resultant algorithm accurately predicts soot volume fraction with as few as
two or three size classes. Reliable predictions of average particle size or number density require I
fifteen or more sections.

B.2. Evolution of soot volume fraction

A methane/air opposed jet, laminar flame was modeled over a range of strain rates. For the base

case discussed here, T 1wt=298K, P=latm, maximum strain rate is 17.2 sec- 1 , and the number of
particle sections was 15. The kinetic mechanism contained 33 gaseous species and 102 elementary
reactions. Calculated evolution of the total volume fraction and the profiles of the sections are
shown in Fig. 1. The volume fractions are plotted as a function of a normalized coordinate, y',
which is zero at the stagnation plane of the opposed jet flame and is one at the location of the peak
flame temperature. The average size (optical diameter, Des) for some of the sections (denoted by
numbers in Fig. 1) are: (1)0.762, (5)5.996, (7)16.82, (9)47.2, (11)132.4, and (15)1042.0 nanometers.
This range of diameters represents a mm range more than 9 orders of magnitude.

Evolution toward larger mass particles occurs due to surface growth and coalescence. The smaller
sizes appear in the vicinity of the acetylene peak, but never acquire an appreciable fraction of the
total soot mass. Most of the soot growth occurs in a narrow range between about 0.5 to 0.8 in
the normalized coordinate. Failing temperature, acetylene, and benzene concentrations give rise to
rapid reductions in surface growth rates as the stagnation plane is approached. As the particles
grow, convection and thermophoresis push them in the direction of the stagnation plane. At the
stagnation plane, thermophoresis causes some spilling of large particles to the fuel side of the plane,
but convection pushes them back. A balance between convection and thermophoresis leads to a
peak on the fuel side of the stagnation plane. The population in bins above clam 11 is negligible.
Qualitative comparisons with the data of Zhang, Atreya, and Lee5 are quite satisfactory, most
notably in the way the model reproduces the profile of the total soot volume fraction and the
accumulation of soot at the stagnation plane.

The Harris-Weiner e (HW), Frenklach-Wang T (FW), and modified Frenklach-Wang4 (MODFW)
surface growth rates are compared with oxidation in Fig. 2. It is apparent that only the Harris-
Weiner expression results in significant net surface growth and the HW expression was used in the
base case calculations. The MODFW expression for growth never exceeds the oxidation rate, and
the FW expression (a = 1) is only marginally so in a restricted region. Near the flame front (peak
temperature regime), the FW mechanism predicts significant growth rates because of increased
temperature and the high concentrations of H-atoms. However, oxidation rates (by OH and 0) by
far dominate this growth expression. Inclusion of Soret diffusion did not alter the H-atom profile
enough to change this conclusion.

197



I B.S. Effects of radiation, oxidation and thermophoresis

Radiation from gs bands and soot depresses peak temperature by about 70 K for the base strain
rate. This cooling represents about 7% conversion of flame enthalpy to radiation and is large
enough to perturb significantly the soot growth species benzene and acetylene. The consequence
is a marked sensitivity of volume fraction to radiation, as seen in Fig. 3. Without radiation, the
predicted volume fraction is nearly a factor of three higher. This increase arises not just from
the larger levels of acetylene and bensene, but also from the Arrhenius terms in the inception and
surface growth expressions. Radiation effects decrease monotonically with increasing strain rate, as
the flames become thinner and there is less residence time for radiation. This very strong sensitivity
of radiation on soot predictions is consistent with results of Sivathanu and Gore'. Thus, accurate,
coupled calculations of radiation phenomena is a key ingredient in the prediction of soot profiles
in flames. For the methane flames studied, most of the radiative gas cooling is actually due to gas
bands, because the soot radiation temperature and volume fractions are relatively low.

Figure 3 also shows the importance of oxidation. Suppressing it entirely results in the increase in
volume fraction shown. Oxidation in the soot growth region is mainly due to molecular oxygen.
Suppressing thermophoresis also results in increased soot. Thermophoresis lowers the residence
time in the growth region, and thus reduces soot yield. Without thermophoresis, there is no spilling
of particles to the fuel side of the stagnation plane.

Because the rate of inception is strongly affected by temperature, removing radiative los results in
much higher levels of particles, at least towards the inception region. Near the stagnation plane, the
model predicts less difference in number density, presumably due to a loss of sensitivity to initial
conditions in a coalescence-dominated regime. Number density decreases toward the stagnation
plane, of course, because of coalescence. Figure 4 shows interesting effects on the average particle
size, or optical diameter Des. More rapid surface growth resulting from removal of radiation, and
faster coalescence from higher number densities results in much larger particles. The particles that
do penetrate to the fuel side of the stagnation plane evidently do not further coalesce; the number
densities and collision frequencies are too low for this to proceed on a reasonable time scale. Without
thermophoresis, the particles have more time to grow to a larger size at the stagnation plane.
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TWUWENCE-CHEMISTRY MODELS IN HIGHLY STRAINED NON-PREMIXED FLAMES

AFOSR Contract F49620-91 -C-0072

Sarnjay M. Corree
General ElcrcResearch Center
Schenectady, Now York. 12301

SUMMAR'. OBJECTIVES AND PRIOR RESULTS

The objective of this research program is to devlop anid msess models for Utrulence-chemistry interac-
tions In hlily stralied flamnes. The framework provided by parllcle-trackdng pdf models is emphasized.
The data wre typically obtained by lasr Raman spectroscopy. The flamne is stabilized by recirculation, and
so Is more complex and realistic than simpler "parbof" jet flarnas The models can then be combined
with CFD codes to oradc flame saNbIXi flgWftMqMWatr ild. an trum emimsions from Wr-breathing

ma~ Previously, a conventional pressure-corrected "elliptic" CFD code was combined with the
joint veloclly-compostion pdt model. A two-variable partial equilibium scheme was used for the COAH2
oxidation chemistry. The calculations compared favorably with Raman data (mixtre fraction, major spe-
cies, and temperature) in a 27.5% CO/ 32.3% H-W 40.2% N2 - air flame stabilized in the ciuaonzone
behind a bluff body [11. Also, the Partially Stirred Reactor (PaSR) model was developed to study the interao-
tions between turbulence and full chemistry schemes for (I) CO/H 2 [21 and 01i OH4 (31. Detailed analyses;
of the chemical pathways in various stages of the mixing process for oxidation and emissions chemistryI awe provided In Ref. 4. Progress made over the past year follows.
PROGRESS IN THE PAST YEAR

L The CFD/jolnt pdf model has been used to calculate the non -prembced bluff-body methane-air flame,
according to a four-step steady state chemistry scheme, and compared with the Reman data [5]. Figure
I shows the experimental set-up. More detail are given in Refs. I and 5.

Inlet air flow A recirculation zone tpwl

18 We (sooty yellow flamne)
Blfbd Ocx/d< 10

-- o/ekrgo jet-like flameI Methane jet nlergo (blue)
3.18 mm dia. 1~ 0.cx/d<30 30.cxld

62.5 W

Figure 1. Bluff- body sblad methane "dlfusion" flame in 15 cm x 15cm tunnel.
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The Rema system w nodftd to account for the significant Wvis of laser-induced luorescence I
a encountered in the rich sooty zone of the flame. The joint pdf contains three velocity
components which ae modeled by Langevin equations, and five thermchemical scalar variables with mix-
ing given by linear deterministic rlmxatlon to the mean and chemistry by a 4-step steady-state reduced I
scheme. Thefo l isca- by signimt fite-rate chitw incuding, unlk the CO/HwN ue
in the same apperatus, strong bmodalty in the temperature-mixture fraction scaterplots. Calculations ae
compared with the Raman data on temperature and major speci Computed radial profiles of the mean I
and r.m.s. mixture fraction at x/d-20 compare well with the Raman da (Fig. 2a). The measured radial pro-
fles we shown in full, reveling the degree of symmetry, while the computed profiles am by assumption
axsymmetrio. Major species profiles also agree quite well (Fig. 2b). The mean 02 is depleted in the wake
of the bluff-body but coexists with mean CH4, a consequence of finite-rate chemistry. The largest discre-
pencies are caused by the breakdown of the assumption of a chemical steady state for the cool fuel-rich
ges at the core of the flame. Additional results are discussed in Ref. 5.

05 3.0 0.5 I
(a) (b)

* * 2.5k A,
0.4- 0.4 CI4

UZ o. , oCH

0.3 g10 03 . A

0.2m C a AM !

0 0.51 0.1 A

0 A
0 %

-0.03 -0.02 -0.01 0.00 0.01 0.02 0.03 -0.03 -0.02 -0.01 0.00 0.01 0.02 0.03
RADIAL POSmON, m. RADIAL POSTON, m.

Figure 2. Radial profiles at x/d=20. (a) Mean and r.m.s. of mixture fraction. (b) Selected major species.

The calculated CO scatterplots have maxima of 3% (nset: Figure 3) whereas the data peak at about
10%. Skmia 10% levels were measured in other bluff body flames and in pilot-stabilized flames, and 2-3%
peaks were predicted in the Witter using the 4-step scheme within a (scalar) pdf/Reynolds stress model.
Hence this discrepancy on CO maxima has appeared in diverse circumstances (but always in combustion
gases that ar near local extinction). There are many potential contributors, including: (Q the assumption
of a steady state for the radicals In the 4-step mechanism; (it) the errors in Raman-based CO and C02
date; and (II) neglection of phenomena such as unsteady flamelets or micromixed gases (perfectly stirred I
reactors) which have been shown to lead to high CO. In intense turbulence, however, the microscale may
be better simulated by the PaSR since it is the degenerate form of the pdf equation for spatially homoge-
neous systems. For exanpe, at 30 atm the PaSR indicates that approximately 2% peak CO levels are en- i
countered until the fuel Is pylizad and CO oxidation can commence [4]. CO is an important clue to the
microntructure of highly turbulent combusting gases, and accurate measurements will be critical.
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Figure 3. Scatterplot of measured CH4 and CO. Inset: calculated scatterplot.

II. The PsSR model has been described previously [2-4. Prior work concentrated on the IEM mixing
model and different (full and reduced) chemistry schemes, none of which will be discussed here. The IEM
model Is attractive because it permits highly "parallelizable" computation, but the consequences of certain
peculiarities - such as determinism and the shape-preserving relaxation of the initial pdf of a conserved
scalar - need to be examined in the context of combustion. In the present reporting period, two pair-ex-
change mixing models, viz., the original Cud model and a modification thereof, were compared with the
"lnteraction-by-Exchange-with-the-Mean" (IEM) model, in the context of homogeneous combustion.
The details are available In Ref. 6.

(i) The Curl model randomly chooses Nr= pairs of particles, mixes them by averaging their scalar
values, and finally returns them to the ensemble. The mean is unchanged whereas the variance decreases,
in the Inert case.

(]) The Modified Curl model also randomly chooses pairs of particles, but mixes them by averaging
their scalar values in a weighted manner. The weight is a varied randomly between zero and one according
to the flat pdf P(dm)=1.

Under the Curl and the modified Curl models, the post-mixing mass fractions and temperature of
each particle in the ensemble are advanced in time by integration of the chemical kinetics equations.

i (il) The so-called "Interaction-by-Exchange-with-the-Mean" or "IEM" model relates each
particletothe ensemble, rather than to a partner [2,31. It accounts jimultanousl for chemistry and mixing.

All three mixing models fail to yield the Gaussian expected of a conserved scalar pdf in the limit of
large time; however, the significance of this failure is not obvious in the reacting case and motivates the
present work.

I The fuel is 50%C0150%H 2 (by vol.). The kinetic scheme consists of 11 species and 23 reactions. The
Inlet conditions are 1 stm and 900K. The stoichiometry of the premixed inflow leads to a PSR temperature
of 1740K at a resldance tme of 5 me (1600K In equilibrium), butto blowout in a PFR. The PaSR mixing fre-
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quenc WOO vGW1~ In fth range 10 - 104 Hz. by factors of -,10; it has been shown that this range more
tha coVer the mixing frequencies encountered in a practical combustor [3].

The stochastically steady mean temperature and mas fraction of CO are shown in Fg. 4. At frequen -
cies >1 000 Hz all three models approach the PSR:. which wo computed by an independient code. At lower
frequencies, however. the pulr-exchange models tend to blow out while the IEM model sustains combus-
tion. Despite thes differences, the pdt's and scatterpiots of temperature, CO, OH, and 0 - selected be-
cause of their intrinsic importance as well as their lruence on NO, emissions - are vary similar between
the three models. The sim"rt increases with the mixing frequency, which is significant givn that practical
(e.g., gms-turbine) combustors operate at high mms-loadinigs and therefore necessarily at high mixing
rafte. Hence the IEM model appears to be reasionable for highly turbulent premixed combustion.

1800 0.07-

1700. S F
I EM 8S 0 .0oe

~15DO: 0.05'

~1400. 0.4
~0. CURL

10-MOD. CURL ~-MOD. CURL

110 CURL 0.02.1

90PFR 0.01 IEM PI

1 10 10"00 1000 1 10 100 1000 10000
MIXING FREQUENCY~ Hz MWONG FREQUENCY Hz

Figure 4. Variation of PaSR under different mixing models.
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This research program is an experimental and theoretical investigation into the fine
scale structure of mixin and combustion processes in turbulent flows. It has the following three
specific objectives: (i) to develop and implement new, high-resolution, four-dimensional,
quantitative imaging methods for direct experimental measurements of the small scale structure
of mixing and chemical reaction processes in turbulent flows, (ii) to use these new imaging
methods to investigate the detailed physical structure and dynamics of molecular mixing and
chemical reactions in turbulent flows, and (iii) to incorporate results from these experimental
studies into improved models of reacting turbulent flows. Results are providing remarkable new
insights into the nature of the small scales of mixing and combustion processes in turbulent
flows. These are contributing to predictive submodels allowing computations of the fine
structure of reacting flows for improved high-speed air-breathing propulsion systems.

Technical Discussion
The molecular mixing of one or more dynamically passive conserved scalar quantities in
turbulent flows is the rate limiting step in combustion processes involving non-premixed
reactant systems. Applications range from combustor design for reacting flows in high speed
airbreathing propulsion systems, to the reduction of environmental pollutants in industrial
combustion systems. The arbitrary scalar quantity in that case is an elemental mixture fraction
evolving in a chemically reacting turbulent flow. The first phase of our work involves results
from experiments on the structure and dynamics of conserved scalar mixing at the small scales
of turbulent shear flows. Our measurements are conducted in the self-similar far field of an
axisymmetric turbulent jet. We use a unique laser induced fluorescence imaging system (see our
previous reports) developed specifically for these highly resolved, three- and four-dimensional,
spatio-temporal measurements of the full space- and time-varying conserved scalar field. Each
measurement produces the fully-resolved scalar field at over 3 billion individual points in a
small four-dimensional space-time volume in the flow. The spatial separation between adjacent
points within each three-dimensional spatial data volume is smaller than the local strain-
limited molecular diffusion lengthscale XD of the scalar field, and the temporal separation
between the same data point in successive data volumes is shorter than the local molecular
diffusion scale advection time XD/u. Examples of these data volumes are shown in Figure 1.
Work during the past year has concentrated on analyses of data obtained from measurements in
both three-dimensional (spatial) and four-dimensional (spatio-temporal) form. Examples of
these data volumes are shown in Figures 2-3.

The first experimental measurements are presented for the full three-dimensional spatial scalar
energy spectrum E(k) resulting from the molecular mixing of a Sc * 1 conserved scalar quantity
in a turbulent flow at local outer-scale Reynolds numbers Res between 3,000 and 6,000. The
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I
three-dimensional character of these measurements allows direct evaluation of the three-
dimensional-spatial scalar spectrum Ed(k) associated with turbulent mixing. The resulting
isotropic spectrum function E(k), integrated from this full spectrum, is compared with its in-
dividual one-dimensional counterparts E((k.), E (ky) and E(k z) as a test of the small-scale
isotropy hypothesis. These one-dimensional spatial spectra are compared with previous
temporal spectrum measurements, and with Batchelor's classical theory of the high
wavenumber spectrum for Sc I scalar mixing in turbulent flows.

In the second phase of our work, a physically-based formulation is being developed to relate the
chemical state of nonequilibrium combustion in turbulent nonpremixed flows to the mixing state I
of one or more conserved scalars by the underlying turbulent flow. The approach is motivated by
results from our detailed imaging studies of scalar mixing in turbulent flows, which show that
essentially all the instantaneous scalar energy dissipation rate field is confined to locally one- I
dimensional dissipation layers. The ubiquity of these dissipation layers is independent of the
extent of chemical nonequilibrium in the flow, and instead is a direct consequence of the
dynamics of scalar mixing. The presence of these layer-like dissipation structures in turn
indicates a locally one-dimensional structure in the underlying chemical species fields. The
resulting strained dissipation and reaction layer model has certain similarities with the
classical "flamelet model, however it is based on entirely different physical observations, is
derived from entirely different arguments, and is limited by an entirely different and more
widely applicable set of conditions. Moreover, the boundary conditions for solution of the local
chemical state differ fundamentally from those used in flamelet models. Results obtained when
this formulation is applied to imaging measurements of conserved scalar fields in turbulent
flows, for conditions ranging from near equilibrium to deep nonequilibrium, demonstrate
remarkable resemblances to direct imaging measurements of chemical species under similar
combustion conditions (see Fig. 4). Notably, the present strained .iissipation and reaction layer I
formulation inherently produces results showing the predominance of thin (flamelet) reaction
zones under conditions of relatively weak chemical nonequilibrium, and the natural emergence
and dominance of broad (distributed) reaction zones with increasing equilibrium departures. It
thus provides a physical and theoretical framework that unifies these two widely disparate
views of the coupling of the underlying mixing dynamics to the reaction chemistry in turbulent
combustion. n
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Fig. 1. Example of a 2563 spatial data volume from the four-dimensional, fully-resolved, conserved
scalar measurements. Shown are the scalar field (left) and the dissipation field (right).
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data, showing the scalar spectra (left) and the dissipation spectra (right). Overlayed is
Batchelor's theory for the high wavenumber scalar mixing for q = 5.
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Fig. 4. Results for OH mass fraction field in a hydrogen-air turbulent jet diffusion flame,
obtained from conserved scalar mixing measurements and the strained dissipation and
reaction layer (SDRL) model for equilibrium (top), moderate non-equilibrium (middle), and
deep nonequilibrium (bottom). Note the progression from thin "flamelet-like" OH zones
near equilibrium to broad "distributed" OH structures with increasing chemical non-
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I Summary/Overview

The purpose of this research is fundamental investigations of mixing, chemical reaction, and
combustion processes; in turbulent, subsonic, and supersonic free-shear flows. The program
is comprised of an experimental effort; an analytical, modeling, and computational effort;
and a diagnostics and data-acquisition development effort, as directed by the specific needs
of our experiments. The computational studies are focused on fundamental issues pertaining
to the numerical simulation of compressible flows with strong fronts, in both chemically-

reacting and nonreacting flows. Parts of this effort are cosponsored by AFOSR URI Grant
No. F49620-93-1-0338.I
Technical discussion

I New experiments have been performed in the Supersonic Shear Layer (S3 L) facility in an
attempt to separate Reynolds number and compressibility effects on molecular mixing in
turbulent shear layers. The velocities and pressures required to produce compressible, ki-

netically fast, chemically-reacting experiments are such that existing data have Reynolds
numbers an order of magnitude higher than previous experiments. Previous measurements
in the compressible shear layer indicated a (weak) reduction in the mixed-fluid fraction. 1,2

Because increases in Mach number were also accompanied with increases in Reynolds num-

ber, this reduction could be due to either Mach- or Reynolds-number effects. In an attempt

to decouple these effects, two sets of experiments have been performed. In each set, the
Reynolds number is varied by a factor of two, with other relevant parameters held constant.
The results of these experiments are plotted, along with previous data, in Fig. 1. As noted

in previous discussions,3 the data can be seen to be consistent with an extrapolation of the
decrease observed in the mixed fluid fraction in incompressible flow data, i.e., a reduction
attributable to Reynolds number effects alone.

The S3 L facility has been upgraded to support bi-supersonic flow (M1 > 1, M2 > 1) and

we have begun an experimental investigation of the interaction between two compressible
gas streams, in the transonic Mach number regime. An example of this initial study is the
schlieren image in Fig. 2. The inlet conditions for this shear layer were: M = 0.65 [N 2 ],

M 2 = 1.13 [N21. The image captures the interaction of an initial expansion fan, produced
by a 50 turn at the test section inlet (lower left). This wave structure curves the shear layer
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FIG. 1 Normalized mixed-fluid thickness vs. Re.

towards the bottom guidewall, producing an effective converging-diverging nozzle in the
upper, initially subsonic freestream, and a divergence in the lower, supersonic freestream.

This produces a flow in which both streams are accelerated.

We have continued the development of planar, laser-imaging techniques. In recent experi-
ments, previous measurements 4 were extended with improvements in image signal-to-noise
ratio. New time-resolved, planar, laser-Rayleigh scattering images have been recorded, in
non-reacting shear layers, for convective Mach numbers with respect to the low-speed stream
in the range of 0.5 < M, 2  (U, - U2)/a 2 <_ 1.5. These results were presented at the 1993
Annual Meeting of the American Physical Society, Division of Fluid Dynamics.' The exper-
iments were conducted in the S3L facility, in previously documented flow conditions. The

beam of a frequency-doubled Nd:YAG laser (250 mJ in a 9 ns pulse) was steered through
an optical window into the experimental test-section and shaped into a sheet of light. The
sheet was passed through slits in the guide walls that acted as "aerodynamic" optical win-

dows and aligned with the flow direction. The Rayleigh-scattered light was collected at
right angles to the planar probe region and imaged onto a cryogenically-cooled, 10242 pixel,

CCD array.

Figures 3 and 4 depict examples of such planar-image data. The high-speed stream occupies
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FIG. 2 Shear layer inlet conditions: MI 0465 [N2], Ml2 =1.13 [N2].

I I/

FIG. 3 Supersonic-subsonic flow. M = 0.54.

the upper part of the image and the low-speed stream the lower part of the image. The
imaged region extends 3.2cm in the streamwise direction. i.c., roughly twice the width of
the shear layer at that location (17 cin downstream from the tip of the splitter plate).

In Fig. 3, the high-speed stream fluid is N,.. In Fig. 4. the high-speed side stream fluid is
le. In both cases, the low-speed stream fluid is C2 114 (ethylene). Even at relatively low
compressibility, i.e., Ale = 0.54 (Fig. 3), the mixing laver exhibits a different structure than
the large-scale roller-like structures observed in incompressible shear layers. The low-speed
fluid is seen to be peeled off by the high-speed stream. The transport of fluid across the layer
appears to occur more through relatively well-defined intrusions of fluid into the opposite
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FIG. 4 Supersonic-subsonic flow. M - 0.94.

stream, rather than through an entrainment process through the rotational motion of orga-
nized, large-scale vortical structures. In the higher compressibility flow image data (Fig. 4),
the structure of the shear layer is different yet from the previous, lower-compressibility case.
In addition, a wave system can be observed in the low-speed stream. These waves were ob-
served in the same facility using Schlieren imaging" ,6 and can be seen to be generated by
large-scale structures in the shear layer, convecting with a velocity higher that the speed
of sound in the low-speed stream, i.e., '1- 2 > 1. A directly-estimated convective Mach
number with respect to the low-speed stream, of Vi2 = 2.5 for this wave system can be m
inferred from the wave angles. This estimate compares well with previous findings, which
were based on schlieren data as well as cross-correlation data derived from wall-mounted,

high-speed, pressure transducers.8

In our investigation of turbulent mixing in liquid-phase jets, we have obtained high-resolutionm
(1,0242, high signal-to-noise ratio (> 300 : 1) images of the scalar field using planar laser-
induced-fluorescence (LIF) techniques. The images were recorded in the far-field of a
turbulent jet, perpendicular to the axis of symmetry, in the Reynolds number range of
4.5 x 103 < Re _< 18 x i0, and span the full transverse extent of the turbulent jet. Each
image was calibrated and normalized using several background and uniform-illumination
images. An example of an image at Re = 18 x 103 is shown in Fig. 5a. From such im-
ages, contours of constant jet-fluid concentration have been produced. as shown in Fig. 5b.
We have found that qualitative differences between low and high Reynolds number images
are reflected on the individual probability density functions of the scalar field, as well as
on other statistics. We are studying iso-scalar contours, over a range of scalar values, to
uncover their statistical geometrical properties. I
The new multidimensional Godunov scheme7 is used to compute a two-dimensional invis- m
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FiG. 5 (a) Planar LIF image in the far-field of a liquid-phase turbulent jet (Re = 18 x 103).
(b) Iso-scalar contour.

cid shear layer. This employs the method of Riemann Invariant Manifolds, which can be
viewed as the extension of the method of characteristics to the general case of unsteady
multidimensional flow. These computations are performed in order to compare with the
experimental results obtained from the GALCIT supersonic shear layer facility (cf. Fig. 2).
The parameters are chosen to permit a direct comparison with experimental results. A
perfect gas is assumed, with constant, specific-heat ratio of -Y = 1.4. The computational
domain is the rectangle 0 5 z < 2 and 0 < y : 1. The lower boundary, y = 0. and upper
boundary, y = 1, are reflecting walls, and at the right boundary, z = 2, outflow boundary
conditions are imposed based on the local Riemann Invariants. Inflow boundary conditions
are specified at the left boundary (z = 0). One such run is presented in Fig. 6. Mach num-
ber contours are given for the case with the low speed side corresponding to Mach number
I l = 0.65 and the high speed side to Mach number M 2 = 1.13. The high speed stream
enters the test section at a 5 degree angle. The inlet pressure ratio is p, /p2 = 1.5. As noted
in the discussion of Fig. 2, the main feature of the computed flow is that the subsonic low
speed stream is accelerated and becomes supersonic. The shear layer curves and acts as the
lower boundary of gas-dynamic convergent-divergent nozzle for the low-speed stream.

I
U
I
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FIG. 6 Mach number contour levels for pressure ratio p,/p2 = 1.5. 60 contour levels in the I
range 0.6 < M < 1.4. The resolution is 100 x 50 cells.
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lv ' REACTION ZONE MODELS

FOR VORTEX SIMULATION OF TURBULENT COMBUSTION

(AFOSR Grant No. 92-J-0445)

Principal Investigator Ahmed F. Ghoniem

I Department of Mechanical Engineering
Massachusetts Institute of Technology

Cambridge, MA 02139

SUMMARY/OVERVIEW
The objectives of this work are to (1) construct reaction zone models, incorporate these models in
atulent flow simulations, and exploit massive parallel processing in the conqmtations; (2)
develop approaches to incorporm flow-combustion interaction mechanisms which are
compatible with Lagrangian simulation algorithms and (3) use simulation results to reveal
turbulent combustion physics with emphasis on approaches to enhance burning rates and reduce
emissions. The approach used to simulate the t ebaet flow is vortex methods in two and threeI dimensions, and that for modeling the reaction zone is based on unsteady strained thin flames.
During the 93-94 year, we focused our efforts on three connected projects (1) massively parallelimplementation of three dimensional vortex simulations, (2) development of unsteady thin flame
modes with detailed cheistry and transport, and (3) analysis of the reacting shear layer
simulation results to shed more light on flow-combustion interaction mechanisms. The
following discussion describes in some detail the motivations behind, accomplishments and
current status of each project. Except for the third project, most of the work during this year has

I gone into methodology development, Le. model formulation, computer codes construction, and
validation of results.

TECHNICAL DISCUSSION
Progress in the application of advanced simulation methods in turbulent combustion

relies on developing algorithm which take full advantage of the most powerful computer
architecture available Developing a massively parallel version of the vortex simulation codes
has been motivated by several factors. (1) The computational needs of these codes scale as
O(N2 ), where N in the total number of vortex elements used to discretize the vorticity field.
Moreover, the ratio between the integral and the smallest (Kolmogorov) flow length scales which

I must be captured in a simulation is O(R314) where R is the Reynolds number. Since vortex
elements must be distributed in the cross section of the vorticity structures to properly capture
their dynamics, the number of elements increase as R312, making the computational effortI increase almost cubically with the flow Reynolds number. (2) Recent trends in hardware and
system software emphasize the parallel operation of several to several hundred processors
connected to a common memory (shared memory) or possessing their individual memoryI (message passing). Load balancing and synchronizing among the processor determines the
parallel efficiency. (3) The apparent compatibility of the computational algorithms of the vortex
method with the computing environment of a massively parallel architecture. This is because the
basic ingredients of the method consist of computing the velocity field as a sum over the elliptic
contributions of all the vortex elements in the field, amounting to the N2 operations, and updating
the location and strength of the vortex elements, leading to an extra N operations. This strategy,
which maintains the grid-free, adaptive nature of the algorithm, sets a limit on the number of
elements according to the available computer resources. On the other hand, it is this very
property which makes these methods ideal for parallel operation. In a parallel environment,
especially with a shared memory architecture, the actual clock time, equivalent to almost a single
processor time, required to compute the vortex interactions on an M-processor machine is
O(N2 /M2), and hence the total time is O (N2 M), i.e. one can, given efficient communication
links, achieve linear improvement of the computational speed with the number of processors.

I
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Empowered by these observations, we proceeded towards developing a fully three
dimensional internal flow vortex simulation code and testing this code on a number of massively
parallel machines. As a first accomplishment, we were able to demonstrate the validity of the
prediction described above, i.e. the linear parallel efficiency of vortex codes, by running a three
dimensional vortex interactions code on a Connection Machine CM-5, and comparing the time
required to compute a field using up to 35,000 elements on the fastest vector machine available,
the CRAY C-90, and a CM-5 using up to 128 processors. The quadratic increase in time
required by the C-90 is clearly shown in figure 1, as well as the better than order of magnitude

provement when the same code is adopted to the CM-5. The nearly linear improvement
exhibited by the time required on the CM-5 as more processors are used is another indication of
the enormous potential and impact of this technology. We expect to get even better performance
by incorporating machine dependent directives which perform functions at the machine languageleveL

The effort to develop a computationally efficient and accurate unsteady thin flame models
in which some detailed chemical kinetics and transport models within the flame structure can be
iwhile, outside the flame, the flow is treated as essentially non reacting, has
proceeded according to the plan described in last year's report. The efficiency of our unsteady
strained flame models is achieved by adopting a number of coordinate maps and imposing some
weak restrictions on the variation of the transport coefficients inside the flame zone, to transform
the original unsteady reaction-convection-diffsion equations into a set of unsteady reaction-
diffusion equations which are much easier to integrate. The problem is actually reduced to a
two-point boundary value problem solved using adaptive girding to optimize the placement of
the computational points between the two streams; unburnt and burnt mixtures in a premixed
combustion simulation and fuel and oxidizer in a diffusion combustion simulation. We

ced to test our modeling assumptions with regard to the variation of the transport
properties against the actual variation within typical flame strctres and found them to be
consistent with the expected behavior. Our effort this year amounted to testing our models
against results of a strained prenmixed flame computations of methane flames.

A sample result of the unsteady flame model, pertaining to the response of a premixed
flame to a stepwise change in the applied strain rate, is shown in figure 2. In this calculations, a
one-step reaction model is used and the effect of the Lewis number on the time required by the
flame to reach steady state, the settling time, is shown. At non unity Lewis number, the settling
time can be significant O(10 -3 s) and the response of the flame to changes in the flow field may
not be instantaneous as often assumed in turbulent combustion simulations. We find that, at non
unity Lewis number conditions, the response time of the flame is that associated with the
convection-diffusion zone and not the reaction-diffusion zone. The implications here are that
some basic assumptions in conventional thin flame and flamelet models should be revised. The
study was also extended to the case of a periodic strain where it was found that the most
important impact of the frequency of fluctuation, as long as the amplitude of fluctuation keeps I
the maximum strain below the extinction value, is to create a phase lag between the applied
strain, and hence the velocity field, and the change in the burning velocity. This lag may not be
of much significance to, e.g., the overall heat release, but it is certainly of concern to problems
associated with combustion instability. W are pursuing the effort to incorporate reduced
chemical mechanisms in our simulations.

The third project is concerned with analyzing simulations of spatially developing reacting I
shear layers to reveal the vorticity dynamics of exothermic flows. Simulation with finite,
Arrhenius-rate chemistry and infinitely fast chemistry were compared and both agreed well as far
as the effect of energy release on the vorticity dynamics is concerned, showing that Iimplementing flame sheet models will not compromise the flow physics in a significant way.
Results indicate that exothermic reactions modify the shape, size, speed and orientation of the
large eddies and alters there interaction mechanisms from the conventional pairing mode into a
tearing mode, leading to an overall reduction of the overall cross stream growth of the layer. We
show that all the observed effects can be traced back to the primary mechanisms by which heat

I
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release can modify the vorticity dynamics, volumetric expansion and baroclinic vorticity
generation. The local reduction in the magnitude of the vorticity due to the expansion of the
material elements transporting the vorticity diminishes the mixing zone by aligning the eddies
major axis with the flow direction. On the other hand, baroclinic voricity generation is
rmaifested in the fonation of a band of positive vorticity around the eddies whose sign is
predominantly negative, thus inhibiting entrainment and affecting the eddy interaction mode as
described above.

REFERENCES
1. Soteriou, M.C. and Ghoniem, A.F., "Numerical Study of Exothermic Combustion on

Mixing Layer using Finite and Infinite Reacting Rate Models," presented at ICDERS, August
3, 1993, Portugal, to appear in Combust. Sci. Tech.

2. Soteriou, M.C. and Ghoniem, A.F., "Simulation of Flow Combustion Interactions on a
Spatially Developing Layer," presented at the Second U.S. National Congress on
Computational Mechanics, Aug. 16,1993, Washington, D.C., to appear in a special volume.

3. Soteriou, M.C. and Ghoniem, A.F., "Dynamics of Reacting Shear Flows, Effects of
U Exothermicity and Forcing," presented at the 32nd Aerospace Sciences Meeting, Reno, NV,

January 1994, submitted to the AIAA Journal.
4. Soteriou, M.C. and Ghoniem, A.F., "Vorticity Dynamics of an Exothermic SpatiallyI Developing, Forced, Reacting Shear Layer," accepted for presentation at the 25th Symposium
(International) on Combustion, UC Irvine, August 1994, to appear in Proceedings.
5. Petrov, CA. and Ghoniem, A.F., "An Unsteady Strained Flame Model for Turbulent
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NUMERICAL STUDIES FOR THE RAM ACCELERATOR

(AFOSR-MIPR-94-0004)

Chiping Li, K. Kailasanath, Elaine S. Oran, and Jay P. Boris

Laboratory for Computational Physics, Code 6400
Naval Research Laboratory, Washington, DC 20375

SUMMARY/OVERVIEW
Time-accurate, multidimensional Euler and Navier-Stokes simulations have been performed to

study reactive flows in the ram accelerator. In the past year, we have studied the structure and dynam-
ics of shocks and detonations on accelerating projectiles. Our studies show that: (1) behind the reflected
shocks on the projectile, the detonation structure interacts with more than one shock and is signifi-
cantly more complex than that of an oblique detonation generated by a single, wedge-induced shock;
(2) during acceleration, the detonation structure remains stable and consistently generates the high
pressure which produces strong thrust on the projectile; (3) the detonation structure moves upstream
as the reflected shocks on the projectile are strengthened by the projectile acceleration. Furthermore,
the pressure distribution on the projectile from these simulations provides useful information on the
projectile stability. In the last year, we have also studied the boundary layer behind moving shocks
on the wall of the launch tube. The results show that the boundary layer weakens the shock and the
overall effect of the boundary layer on the combustion prores is rather small.

TECHNICAL DISCUSSION
In the ram accelerator, a projectile is accelerated by the high pressure generated in the shock-

induced combustion in premixed fuel-oxidizer mixtures. In order to achieve strong, sustainable projec-
tile acceleration, many basic issues, such as the dynamics of shocks and detonations, the mechanism of
different forms of shock-induced combustion and the effect of different types of boundary layers, need
to be understood. Our approach is to use the time-accurate, multidimensional numerical simulation as
a tool to study these issues.
Detonation Structures on Accelerating Projectiles

In the past, we have studied the structure and stability of detonations generated by a single, wedge-
induced shock. Those studies show that in a wide range of flow and mixture conditions, the detonation
structure is stable and very resilient to disturbances in the flow and very suitable for ram-accelerator
applications. This structure is multidimensional and consists of a nonreactive shock, an induction
region, a set of deflagration waves, and a detonation wave in which the pressure rise generated by
the energy release is coupled with the shock front. The detonation structure on the ram-accelerator
projectile is likely to have many similarities to the oblique detonation structure generated by a single,
wedge-induced shock. However, the complexity of the multiple shock reflections and the expansion
waves on the projectile as well as the projectile acceleration may significantly affect the structure and
stability of the detonation in the ram accelerator.

In order to study the structure and dynamics of the detonation during the acceleration process,
we conducted highly resolved simulations for the reactive flow in a small region (Fig. 1) where multiple
shock reflections are formed between the projectile and the wail of the launch tube. We have simulated
the detonation structure on the ram-accelerator projectile in the stoichiometric hydrogen-air mixture
(H2:O2:N2 /2:1:3.76) at Mach numbers ranging from 7.0 to 10.0. These simulations show that the deto-
nation structure in the ram accelerator has the same basic elements as those in the oblique detonation
structure generated by a single, wedge-induced shock. However, in the ram accelerator, the induction
region typically interacts with more than one shock and also with expansion waves. These expansion
waves weaken the induction process and further complicate the detonation structure. The configuration
of the detonation structure in the ram accelerator can be quite different from and significantly more
complex than that generated by a single shock.

For example, in the case of M = 7.6, the detonation only exists in a very small region close to the
projectile surface and the energy release becomes decoupled from the shock not far from the projectile
because of the expansion waves generated at the projectile shoulder. At M = 8.0, the second reflected
shock becomes an oblique detonation near the projectile and, away from the projectile, the second
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reflected shock follows the water, formation and energy release. However, at M = 8.4, the structure
of the detonation is rather similar to that of a detonation generated by a single shock. Figures 2-4
show contours of the induction parameter, water concentration and pressure from the simulations for
M = 7.6, 8.0 and 8.4. These figures also show pressure profiles on the projectile surface and tube wall.

As the projectile Mach number increases, the detonation moves upstream from one reflected shock
to another. The multiple shock reflections provide many possible configurations for a stable detona-
tion structure in a wide range of Mach numbers. This explains why the detonation structure can be
maintained on the projectile for a significant amount of time to generate continuously strong projectile
acceleration, as observed in our earlier studies.

Projectile Stabit
In the past year, we began to use the pressure information obtained from our simulations to analyze

the stability of the ram-accelerator projectile. The projectile stability is an important issue in ram-
accelerator development. An unstable projectile design can lead to canting and premature destruction
of the projectile. Our simulations show that the peak pressure occurs on the rear part of the ram-
accelerator projectile during acceleration, unlike projectiles in open air. Therefore, the conclusioi,
from the standard projectile analysis may not be valid for the projectile during acceleration. Our
analysis indicates that, to maintain projectile stability, the location of the center of mass has to be
significantly behind those of conventional projectiles in open air. Information from such analyses is very
useful to the experimental efforts conducted at the Eglin AFB and other sites. However, our finding is
still preliminary and this issue will be further investigated.

Shock-Boundary-LVe Structure
Previously, we have studied the effect of the boundary layer behind the shock generated at the

leading tip of the projectile. The results show that the expansion waves behind the shock decrease the
temperature and pressure in the main flow and significantly limit the overall effect of the boundary layer
on the combustion process. In the past year, we have numerically simulated the boundary layer behind
the moving shock on the launch tube. In the simulations, a coordinate transformation is performed so
that the top boundary is moving at the original shock speed and the shock is nearly stationary. The
simulations show the detailed structure of the shock and the boundary layer. Near the wall, the shock
curves downstream due to the velocity difference between the shock and the wall. Behind the shock, the
pressure and temperature increase in a small region near the wall. However, these increases are much
smaller than those in the boundary layer on the projectile under similar flow conditions Unlike the
temperature and pressure increases in boundary layers on the projectile, the temperature and pressure
increases here are likely to be due to direct viscous effects such as viscous heating rather than indirect
viscous effects such as compression generated by the boundary-layer-induced shock. In the cases studied
, the the effect of the boundary layer behind a moving shock on the combustion process is much less
than that of the boundary layer behind a stationary shock generated at the projectile tip.
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Numerical Simulations of Reactive Flows in Ram Accelerators, Li C., Kailasanath K., and Oran E.S.,

the 1st Int. Meeting on Ram-Accelerators, Saint-Louis, France, 1993.
Analysis of Transient Flows in Thermally Choked Ram Accelerators, C. Li, K. Kailasanath, E.S. Oran,

A.M. Landsberg, and J.P. Boris, ALAA-93-1916, 1993.
Structure of Different Types of Supersonic-Boundary Layers, C. Li and K. Kailasanath, the 46th APS

Meeting of Fluid Dynamics, Albuquerque, NM, 1993.
Numerical Simulations of Transient Reactive Flows in Ram Accelerators, C. Li, K. Kailasanath, E.S.
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STUDIES ON HIGH PRESSURE AND UNSTEADY FLAME PHENOMENA

(AFOSR Grant No. F49620-92-J-0227)

Principal Investigaw. Chung K Law

Princeton University
Princeton, NJ 08544

SUMMARY/OVERVIEWI

The objective of the present program is to study the structure and response of steady and
unsteady laminar premixed and nonpremixed flames in reduced and elevated pressure
environments through (a) non-intrusive experimentation, (b) computational simulation using
detailed flame and kinetic codes, and (c) asymptotic analysis with reduced kinetic mechanisms.
During the reporting period progress has been made in the following projects: (1) a theoretical and
experimental study of unsteady diffusion flames; (2) a computational and experimental study of
hydrogen/air diffusion flames at sub- and super-atmospheric pressures; (3) an asymptotic analysis
of the structure of premixed flames with volumetric heat loss; and (4) asymptotic analyses of
ignition in the supersonmc hydrogen/air mixing layer with reduced mechanisms.

TECHNICAL DISCUSSIONS I
1. Studies on Unstady Diffusion Flames

A crucial influence on the flame behavior which so far has not been adequately addressed is
the effect of unsteadiness of the environment on the flame behavior. This issue is of particular
relevance to the modeling of turbulent flames through the concept of laminar flamelets. These
flamelets are subjected to fluctuating flows with various intensities of straining, and it is reasonable
to expect that the flame would respond differently in an oscillating strained flow field than in a
steady strained flow field.

During the reporting period we have analyzed the response of a counterfiow diffusion
flame subjected to an oscillating strain rate, using large activation energy asymptotics. The
characteristic oscillation time of practical interest is found to be of the same order as the
characteristic diffusion time of the flame, so that the flame structure consists of a quasi-steady
reactive-diffusive layer embedded in the outer unsteady-convective-diffusive zones. A linear
analysis is conducted by assuming that the amplitude of the strain rate oscillation is small relative to
the mean strain rate.

Figure 1 shows the real parts of the fluctuations in heat release as a function of the
frequency of oscillation, when the mean flame is either near equilibrium or near extinction. It has
been found that the flame response is controlled mainly by two effects: (a) the response of the
convective mass flux into the reaction sheet, which is directly related to the flow-field variation
applied at the boundary, and (b) the response of the reaction sheet to adjust the reduced residence
time due to finite-rate chemistry. For flames near equilibrium, the former effect tends to be
dominant, so that the response of the net heat release is in phase (i.e. positive real) with the strain
rate oscillation. For flames near extinction, however, the finite-rate chemistry effect overtakes the
fluid-dynamic effect such that increasing strain rate leads to a reduction of the reactivity of the
flame during the oscillatory cycle. As such, the net heat release response of the near-extinction
flame becomes out of phase with the strain rate oscillation in the sense of the Rayleigh's criterion.
Results of the present study suggest the possibility that the unsteady characteristics of the near-
extinction diffusion flame can be significantly different from those in the Burke-Schumann limit.
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A parallel experimental study is also in progress. Figure 2 shows the schematic of the

Im experimental setup. To achieve the instantaneous measurement of the unsteady counterflow flame,
the laser beam is modulated by an optical chopper at the applied perturbation frequency. Then the
signal is delayed and sent to the loudspeaker which generate the acoustic perturbation of the flow
in the nozzle. By comparing the signal sent to the loudspeakers with the chopped laser signal
detected by the photodiode, the entire applied sine wave can be mapped out. We shall measure the
instantaneous snapshots of the strain rate field and flame responses in order to provide more
deterministic information of the unsteady flame phenomena.

The theoretical part of this work is reported in Publication No. 1.
2. Pressure Effects on Extinction of Mydrgen-Air Diffusion Flames

Recent interests in high-speed aero-propulsion have led to consideable research on
hydrogen/oxygen chemistry, as well as its coupling to fluid flows. Because of the high-speed
nature of the flow, the available residence time for mixing and chemical reaction is significantly
reduced. Furthermore, the combustion chamber within aero-engines not only operates at higher

ures, but the chamber pressure can also undergo strong fluctuations, such that chemical
netics and the flame behavior can be significantly modified from those at the atmospheric

condition. Consequently, it is of importance to understand the ignition and extinction phenomena
involving hydrogen/oxygen mixtures under variable pressures.

We have conducted LDV measurements of local extinction strain rates of nonpremixed
counterflow flames of diluted hydrogen against air, at pressures of 0.5 to 1.0 atmosphere. TheI measured data compare well with results obtained from computational simulation with detailed
chemistry and transport. We have subsequently performed additional computational studies of the
pressure effect on flame extinction. Figure 3 shows extinction flame temperatures calculated for a
13% hydrogen mixture as a function of the system pressure. The relationship of extinction
temperatures with pressure for this system exhibits the familiar non-monotonic "Z" shaped
dependency as observed for the homogeneous hydrogen/oxygen explosion limits. This implies
that an increase in pressure could render a mixture to change from an extinguished state, to aI burning state, and back to an extinguished state. This behavior is explained on the basis of the
intrinsic chain branching-termination kinetics of hydrogen oxidation.

This work is reported in Publication No. 2.
I ~3. AsomWt=i Anaysis of Premixed Flames with Volumetri Heat'Los

A classical model problem for the study of premixed flame extinction is that of Spalding,
who analyzed a one-dimensional freely-propagating flame with a temperature-sensitive one-stepI overall reaction and radiative heat loss. More sophisticated analyses have since been performed
using one-step chemistry and activation energy asymptotics. These studies predict that extinction
occurs when the ratio of the burning rate to its adiabatic value is reduced to - 2 - 0.61, a result
that is insensitive to the nature of the heat loss. Subsequent numerical computations that consider
detailed transport and chemistry also predict extinction when the burning rate is reduced to roughly
60% of its adiabatic value, suggesting that this value may represent a universal constant,
independent of reaction and loss mechanisms.

In order to gain a better understanding of the role of dominant kinetic parameters, we have
revisited this classical problem and have performed asymptotic analyses with multi-step reaction
mechanisms. We first employed the two-step Zel'dovich-Lifin mechanism which consists of aI branching reaction and a competing recombination reaction, thus capturing the chain nature of real
flames. The analysis again predicts the normalized burning rate at extinction to be e-A .

We have also made considerable progress in understanding the extinction characteristics of
nonadiabatic methane/air flames by considering a reduced reaction mechanism that has been
systematically derived from larger detailed mechanisms. Thus the reduced mechanism contains
many important chemical parameters that are dominant in the chemistry of "real" flames.
Extinction conditions were found explicitly in terms of these parameters. Results show that the
critical value of the burning rate at extinction, though not a universal constant, varies only slightly,
in the range between 0.61 and 0.64. In figure 4 we have plotted the nondimensional burning rate
as a function of the loss parameter. At the (extinction) turning point, the burning rate is nearly the
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same for all curves, but the critical value of the heat loss parameter is seen to be less than that for
one-step models. The corresponding reduction in flame temperature needed for extinction is
therefore substantaly less than that predicted by one-step models.

These works for the two-step model and the methane/air flames are respectively reported in
Publication Nos. 3 and 4.

4. Itfition in the Suurnic Hydr n/Air Mixing Iaver=
The development of the scramjet engine for supersonic propulsion and the scramacelerator

for hypervelocity projectile launching has renewed interest in supersonic combustion.
Fundamental studies such as ignition within chemically-reactive supersonic boundary layer flowsI
can provide better understanding of the key factors in developing supersonic combustors. In our
previous studies of one-step chemistry model, several distinct ignition situations are identified, and
it was shown that ignition can be greatly facilitated by use of the kinetic energy of the high-speed I
flow through viscous heating. In the present study we take one step further and consider more
realistic hydrogen/air mixing layer using reduced mechanisms. In particular, two distinct reduced
mechanisms are identified depending on the maximum characteristic ignition temperature (T*)
relative to the crossover temperature (Tc), at which the rates of the chain branching and termination
reactions are equal. Each regime is further subdivided into two distinct cases, namely the hot
stream (0 > t) and the viscous heating (P < g) case, depending on the relative dominance of the
external and internal ignition sources. These four cases are analyzed separately using asymptotic
technique, and the analysis properly captures the ignition process in a well-defined manner.

Figure 5 shows the minimum ignition distance as a function of the flow Mach number.
Although the gross trend is similar to that of the one-step analysis, it is clearly shown that the
system response is significantly enriched when realistic chemistry is properly taken into account.
For example, ignition in the low tem regime (region I, H) is controlled by a large activation
energy process, so that the ignition distance is more sensitive to its characteristic temperatme than
that in the high temperature regime (region III, IV). In figure 6, it is also shown that the ignition
distance varies non-monotonically with the system pressure in the manner of the well-known
hydrogen/oxygen explosion limits, thereby further substantiating the importance of chemical chain
mechanisms in this class of chemically-reacting boundary layer flows.

This work is reported in Publication No. 6.

MAJOR PUBLICATIONS (April, 1993 - March, 1994)

1. "Response of counterflow diffusion flames to oscillating strain rates," by H. G. Im, C. K.
Law, J. S. Kim and F. A. Williams, to appear in Combustion and Flame as part of the Twenty-
Fifth Symposium (International) on Combustion (1994).

2. "Effects of pressure and dilution on the extinction of counterflow nonpremixed hydrogen-air
flames," by P. Papas, L Glassman and C. K. Law, to appear in the Proceedings of the Twenty-
Fifth Symposium (International) on Combustion, the Combustion Institute, Pittsburgh, PA
(1994).

3. "Laminar flame propagation with volumetric heat loss and chain branching-termination
reactions," by B. H. Chao and C. K. Law, International Journal of Heat and Mass Transfer, Vol.
37, pp. 673-680 (1994).

4. "Extinction of premixed methane-air flames with volumetric heat loss," by J. K. Bechtold and
C. K. Law, submitted.

5. "Analysis of thermal ignition in the supersonic mixing layer," by H. G. Im, B. H. Chao, J. K. I
Bechtold and C. K. Law, AJAA Journal, Vol. 32, No. 2, pp. 341-349 (1994).
6. "Ignition in the supersonic hydrogen/air mixing layer with reduced reaction mechanisms," by H. I
G. Im, S. R. Lee and C. K. Law, submitted.
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FUNDAMENTAL RESEARCH TO ADVANCE RAM ACCELERATOR TECHNOLOGY

AFOSR Contract No. 92 WL038

Donakl i Lituell and Capt. Keith Clutter
WL/MNAA, Eglin AFB, Florida 32542-6810

Raj Sinba
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SUMMARY/OVERVIEW:

right Labortorys Arnamnt Directorate (WLMN), in coejunction with the Air Force Office of
Scientwu Research (AFOSR), has a multi-year program to advance the undertading of the fudamental
processes (e.g., shock-boundary layer interaction, boundary layer combustion, transient compressible
turbulence, high pressure kinetics, the transition from deflagration to detonation) that occur in a high
pressure combustible enviromnent such as the rm accelerator. Te research objectives are: (1) to develop
omputationl fluid dynamic (CTD) techniques to simulate fundamntal fluid dynamic, kinetic, and

combustion/detonation processes, and (2) to validate these CFD codes through the development of optical
diagnostic techniques for Irceiig flow fields in high pressure combustion enviroments. During the
reporting period, progress has been made in dewmg: the effect of the subgrid on the lag scale vor ces
in a large eddy simulafion of a high pressure reacting gas; and the detonation c of a sub-
atnospheric methane/oxygen mixture.

TECHNICAL DISCUSSION:

1. Com9uationa Fluid Dyamaic Resech:

Direct Numerical Simulation (DNS) of turbulence is desirable, but for the high Reynolds number
and geometry of interest in the ram accelerator, it is not currently practical. It can, however, be utilized to
simulate specific geometric regions of the flow field, such as the projectile nose tip region. Recognizing
this role, researchers at the Naval Research Laboratory are performing DNS simulations of high-pressure
wedge-induced oblique detonation [1]. Conventional time-averaged Reynolds-stres (RS) models can be
used to approximate the effect of turbulence from a "system point-of-view," and researchers at the Army
Research Laboratory have utilized the Baldwin-Lomax model to aid in the development of their 120mm
ram accelerator.

While RS models ae valuable for system design and operafion, they do not directly calculate any
of the turbulence, and for unsteady flows, they require that the turbulent time-scales ar small in
compaisou to convection time scales. Such averaging may be adequate for slowly accelerating flows or
flows with low frequency periodic behavior, but it is not appropriate for short duration transient flows and
flows with higher frquency periodic behavior, where the time-scales of the large scale turbulent structure
and the convective processes are comparable. For such flows, the optimum approach is Large Eddy
Simulation (LES), where the large scale turbulent ,tructure is directly simulated by the flow solver, but the
finer dissipate structure is modeled with a sub-grid Consequently, this research takes an LES approach to
simulate the high-pressure rmn accelerator environmnat. The goal is to start with fundamental unit
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problems and ascertain the utility and necessity of various subgrid models in the complex r accelerator
flowfied. The first unit problem considered is a backward facing step similar to the ram accelerator wake
region. In the remaindr of this sectin, the effect of the subgrid on the simulation of vortex shedding in the
wake region is discuied.

TIa unsteady flow in an axisymmetric ducted flow with a backward-facing step has been simulated
with and without a subgrid model. The geometry is similar to that used by Menon [2]. The backward-
facing in this geory leads to periodic vortex shedding from the edge of the step. The Rynolds number
based on the step height and the inlet velocity is approximately 5,000. The boundary conditions used are as
follows: no-slip conditions at the solid walls and symmetry conditions at the centerline. At the inflow
boundary, the flow is assumed to be in the axial direction with uniform a stagnation pressure of 0.23
almosphers, a stagnation temperatue of 300 OK, and a Mach number of 0.23. Since the inflow is
subsonic, only three of the four conditions can be specified and the fourth one is obtained by extrapolating
the characteristic variable corresponduig to the left-going characteristic from inside t&c domain. The flow
at the nozzle exit is supersonic, and non reflective conditions are therefore used at the outflow boundary.

First, simulation without a subgrid model was performed for approximately 25,000 time steps
with a time increment of approximately 6 microseconds. The "average" Courant number utilized was about
3.5. The reported data were obtained over the last 6,000 time steps after periodic vortex sheddin had been
established. The pressure fluctuations normalized with time mean pressure at the base of the step over 8
shedding cycles are shown in Figure 1. The peak-to-peak amplitude of the fluctuations is approximately
five percent of the mean pressure level. The corresponding frequency spectra of the pressure fluctuations is
shown in Figure 2 and the dominant modes are found to be 243Hz, 486Hz, and 729Hz. The principle
mode agrees exactly with the duct longitudinal acoustic mode.

The temporal evolution of the shedding cycle is best illustrated by the contours of the fluctuating
component of the spanwise vorticity. A set of instantaneous plots of fluctuating spanwise vorticity at
several time intervals is shown in Figure 3. A time interval of 4. Ims represents one characteristic shedding
cycle, i.e., a vortex passage frequency of 243Hz. As the separated shear layer generated at the corner of
the step becomes unstable, a vortex grows at the edge of the shear layer. A complex sequence of vortex
merging occurs before the vortex detaches from the shear layer and rolls into an independent structure
which is then convected by the local flow.

Next, calculations are performed with a compressible extension of the Smagorinsky subgrid model
[3]. The solution was integrated in time for 16,000 steps, and the results from the last 5,000 steps are
presented. The pressure fluctuations at the base of the step are shown in Figure 4, and the frequency
spectra of the pressure fluctuations is shown in Figure 5. The dominant frequency of fluctuations is 243Hz
and the peak-to-peak amplitude of the flucuatons is approximately five percent of the mean pressure.
With the subgrid model included, the pressure fluctuations are more periodic. A comparison of the spectra
further reveals that subgrid stresses attenuate the high frequency randomness evident in the simulations
without subgrid stresses.
2. Dianssics Research:

The experimental research is focused on the development and utilization of optical diagnostic
techniques for a high-pressure combustion environment typical of the ram accelerator. The goal is to
obtain flow visualization data in the high pressure regime for validation of the CFD models. Four optical
techniques have been selected for investigation: Schlieren photography, x-ray shadowgraphy, emission
spectrosco~y, and single-pulse-planar imaging using Rayleigh scattering. These techniques have been
utilized by other researchers at sub-atmospheric pressures, and in this research the feasibility of applying
each of these techniques at higher pressures will be investigated. Initial work has been with Schlieren
shadowgraphy and emission spectroscopy.

Since the ram accelerator is not conducive for optical diagnostic development, an independent
shock-induced combustion device was designed, built and tested last year. The device consists of a light
gas gun that injects 10mm diameter spherically blunted cylinders, "models," into a test chamber filled with
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a selected flaninable gas mixture. Models have been inpected into miethane/oxygen mixtures at velocitiesI
ranging from 900 /s to 1100 ni/s. At sub-asoupei rsue with a stmichiometric mixture,
comibustion is not repeatably achiev4d a finding consisten with the observations by Lahr [4]. Wham
comnbustion does occujr, a detonation front traveling at approximately 2 100 ni/s is observed. This velocity
is in agreament with theoretical calculations of the mixtres Chapmain-Jouguet detonation velocity. Shock-
induced comibustion is not observed on eahe the- nse or behind the projectile. The device is being

upgraded to include a two-stage light gas gun injector to allow for injectio velocities above the mnixture
detonationl velocity.

To further investigate the detonation cactrsisof oudian, an experiment wais permd
with an oxygen-rich ixture. As shown in Figure 6, these conditions did not lead to comibustionm
Consequently, at sub-atmospheric pressures, shock-induced combustion and detonation with a methane
based iture were not consistently achieved. Future experiments will focus on docuimnti the
detonation chaacerstcs of methane/oxygen nmures and on determining the utility of the opticalI
diagnostic techniques at higer pressures.

REFERENCES:I
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TWO- AND THREE-DIMENSIONAL MEASUREMENTS IN FLAMES
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SUMMARY/OVERVIEW

Las -based imaging techniques are being developed and applied to the study of tnbulent
reacting flows. These techniques incormtt a variety of light scattering mechanisms to allow the
Le- Iet of the spatial distributions of e4merature, species concentrations, velocity, and most
recenty, te mixne fraction. The data provided by these ts can afford a better
undesanding of the interaction of Mrbulence and chenistry in turbulent flames. During the pastyear, we hav concentrated on exploring the capabilities and limitations of a new technique forimaging the mtxture fraction in turulent nonpmixed flams.

TECHNICAL DISCUSSION

In mKdling of tdumle nonpreixed flames, the quantity most often used to describe the
flow is the mixture fiaction. The mixtur fraction is defined as the mass fraction of all atoms
oignating from the fuel stream and is one of many possible conserved scalars that can be defined
in the flame. Each of these conserved scalar quantities is indeedent of the chemical reaction.
Under idealized conditions, knowledge of a single conserved scalar can be used to derive
essetialy an of the scalar quantities of inams in the flow.

Experimentally, the deterinaion of the mixture fraction in non i ied flames is quite
difficult The mixture fraction has been determined at a single point from -eas t sof all
major species using spontaneous Raman scattering. The data from single-point are
inCo , however, because of the lack of multi-dimeional information required to obtain
gradient. The scalar dissipation, (calculated from the square of the mixture fraction gradient),
de i the rate of molecular mixing and is widely used in modeling turbulent reacting flows.
Therefore, techniques capable of two-dimensional or preferably three-dimensional measutemens
of the mixture fraction are needed.

A means of determining the mixture fraction without measurbig all of the major species has
been proposed by Sten Strner and Robert Bilger of the University of Sydney. They have shown
that the mixture fraction can be determined from simultaneous measrement of only two quantities
(with the assumption of unity Lewis number and a ove-step reaction between fuel and oxidizer).
We have investigated three diffeetm experimental approaches to determining the mixture fraction in
turbulent nonpremixed hydrocarbon flames. Each of these techniques is based on simultaneous
monitring of the fuel concentration and Rayleigh scattering. The main difference in the
approaches is the means for determining the fuel concentration. 1 These experiments wer
conducted in our laboratory with the collaboration of researchers from the University of Sydney.

The flame selected for our initial study was a turbulent nonpremixed acetaldehyde flame.2

Acetaldehyde (CH3CHO) was chosen for its relatively high fluorescence yield and small variation
of fluorescence intensity with tmpetatue, which allows the fuel concentration to be found directly
from the aceta ehyde fluorescence. In these experiments, the flow was illuminated by two
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overlappig laeir seets. The first, frmned from the second harmonic of a Nd:YAG pumped dye
laser, excitdurescence from the acetaldehyde fuel. The second illumination sheet, from a
fisha. -puped dye laser, excited Rayleigh scattering. The fuel fluorescence was imaged onto a

tesifier that was optically coupled to a cooled CCD detector. The Rayleigh
scattering was imaged onto a separately gated intensifier optically coupled to the second CCII detector.

The raw images wer corrected for background and nonuniform detector response. In
addition, since the magnfication of the two images and the illumination sheet size were different,
the necessary rotation, translation, scaling, and cropping were applied to the images to allow them
to be compared on a pixel-by-pixel basis. The fuel was a mixture of acetaldehyde diluted 1/1 by air
(on a mass basis) to eliminate soot. It emanated from a piloted burner (d = 3.9 mm.) with a velocity
c s ing to Re = 18,000. The flame was enshrouded in a low velocity filtered air coflow in
order to keep the m eam t area clear of particles, which would interfere with the Rayleigh

Prelimiary data on the calculated temperatme and mixture fraction obtained from the
instantaneous Rayleigh/flMuresc images show several interesting features. (Fig. 1) Evident in
the pare mappings are the high temperature zones on the outer edge of the flame. As
expected, the mixture fraction peaks in the unburned regions near the center of the jet. A closer
inspection of the mixture fraction images obtained from the acetaldehyde flame shows a slight
decrease in the mixture fraction on the rich side of the stoichiometric value, where the temperature
has not yet pe A similar dip in the mixture fraction on the rich side of the flame fint was
noted in I F D its performed in a laminar flame, One explanation of this behavior is pyrolysis
of the acetaklehyde fuel. To investigate this, experiments were done in which the acetaldehydeU flu and fuel Raman scattering were measured simultaneously. The C-H Raman scattering
should be relatively insensitive to the breakup of the acetaldehyde into other hydrocarbon
fragments. The fluorescence, on the other hand, is expected only from the acetaldehyde moleculeI itself, so differences in the Raman and fluorescence traces may be indicative of pyrolysis. A
comparison was made of acetaldehyde fluorescence and C-H Raman intensity along lines
intersecting laminar and tulent flames. (Fig. 2) In both cases, the agreement was quite good
despite the relatively noisy Raman signal. These results support the assertion that acetaldehyde
fluorescence is a good alternative to Raman scattering as a means of marking the fuel, but do n
explain the anomalous dip in the mixture fraction on the fuel rich side of the stoichio ic value.

In a recent collaboration, Peter Lindstedt of Imperial College performed a detailed calculationU of acetaidehyde chemistry in an opposed jet configmration. 3 The results shed considerable light on
the mixture fraction obtained in our experiments Calculation of the mixture fraction from the
computed temperature and fuel mass fraction using the two scalar scheme outlined above results in

ia dip in mixture fraction on the rich side of the flame similar to those obtained in the experiments.
One of the most striking features of the calculation is the high conientra ion of CO (a -mximm
mole fraction of nearly 20%) present in the flame. The combustion characteristics of acetaldehyde
appear to differ significanty rom that of methane, so that the two scalar approach that worked well
for methane and propane may not work as well for acetaldehyde.

Another technique that has been proposed as a way of marking the fuel in hydrocarbon flames
is to introduce acetone as a traca and detect acetone fluorescence. Acetone is easily seeded intoE flows and has only mild toxicity. However, an unresolved issue related to the use of acetone as a
fuel tracer in flames relates to the behavior of the fluorescence as a function of temperar. To test
the use of acetone as a fuel tracer for determination of mixture fraction, the fluorescence/RananI setup described above was used to investigate laminar and turbulent acetone-seeded methane
flames. The acetone was seeded into the methane fuel by bubbling methane through liquid acetone
to give a final mixture of 70% air, 25% methane, and 5% acetone by volume. A laminar flame was
stabilized on a 16 mm diameter nozzle, and the gas mixture had a Reynolds number of 700 at theI nozzle exit. Results of the fluorescenceiRaman comparison in the laminar flame show a clear
departure between the normalized fluorescence and Raman signals, with the fluorescence signal
mL~inf the Raman signal in the fuel-rich region of the flame. (Fig. 3) This behavior is
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consistent with the fluorescence increasing as a function of temperature as reported by other
researchers. A comparison of the normalized Raman and fluorescence signals in a turbulent flame
showed simila results, with the flu-orucence signal greater than the Raman signal in some
locations.

To avoid the problems related to the use of acetaldehyde or acetone as the fuel, a set ofexperiments were done in which the concentration of fuel was inferred frm the Raman scattering
of the vibrational C-H stretch of methane. The main drawback to Raman scattering is the
extremely small Raman scattering cross section and, consequently, the difficulty in getting
sufficient signals. As early as 1985, we demnustated simultaneous Raman and Rayleigh imaging,
although the data were not used to -etemin mixture fraction. Previous Raman imaging
experiments made use of a mulipass optical cell to form the illumination sheet- In this work, a
multipass cell was not used, but a two-pass aingement allowed two components of the scalar
gradient to be determined along a lino-,

In the Raman and Rayleigh ine imaging -ts, a flashlamp-pumped dye laser
provided up to 1 J of energy at 532 nm. The beam was focused into the flame initially by a
spherkal lens. After passing through the flame, the beam was re-collimated by a second lens,
reflected from a planar mirror, and refocused into the flame. The two beams were aligned so that
the reflected beam passed just over the top of the incoming beam. This two-beam approach
allowed gradients to be obtained in both the radial and axial directions. The beam waist was
measured to be 0.6 mm

The scattered Raman and Rayleigh light was detected by two intensified CCD detectors
oriented erpendicul to the laser beam. The raw Raman and Rayleigh line images were corrected
for background and nonuniform detector response. In addition, the necessary rotation, translation,
scaling, and c p g were applied to the images to allow them to be compared on a pixel-by-pixel
basis. The resulting images consist of two lines radially across the flow corresponding to the main
and reflected beams with a pixel resolution of 0.27 x 0.45 x 0.6 mm3. (Fig. 4)

The flame investigated was an axisymmetric, piloted metne-air flame. The main fuel nozzle
had a diameter of 3.8 mm. The main jet was surrounded by an annular premixed pilot flame (pilot
diameter 15 mm). A low speed annular coflow of filtered air surrounded the burner to eliminate
particles from the flow, which would interfere with the Rayleigh scattering. The methane was
diluted 3/1 on a volume basis to eliminate soot. The Reynolds number was 20,600 and the beams
intersected the flow 25 nozzle diameters downstream. The signal/noise for the ambient air in the
Rayleigh images is - 200. Because of the weakness of the Raman signal, the signal/noise for
those images is roughly 15. Sets of 500 instantaneous shots were taken at a number of different
locations within the flame to allow statistical characterization of the mixture fraction and the scalar
dissipation. A complete description of the results obtained from this measurment approach has
been accepted for presentation at the Twenty Fifth International Symposium on Combustion.4
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SUMMARY
The overall objective of the research project is to develop, test and demonstrate a combined methodology

for modelling turbulent combustion. The three principal ingredients in the method are: manifold methods
for simplifying the chemical kinetics; the EMST mixing model; and, the PDF method for treating the
inhomogeneous turbulent reactive flows. When developed, the method will be applied to piloted jet diffusion
flames, and comparison will be made with the available experimental data.

INTRODUCTION
In the following three sections. recent progress is described on manifold methods, the EMST mixing

model, and application of PDF methods to piloted jet diffusion flames.

MANIFOLD METHODSI

Our quantitative knowledge of combustion chemistry is embodied in detailed reaction mechanisms, which
continue to advance in their scope and accuracy. In computations of combustion in complex flows (e.g. mul-
tidimensional laminar flows, turbulence simulations or turbulent combustion modelling) the computational
cost of using a detailed reaction mechanism is excessive, and usually prohibitive. Consequently, there is mo-
tivation to develop computationally-simpler approximate methods based on detailed reaction mechanisms.

A fundamental assumption in all simplification strategies-made explicit in manifold methods-is that
the thermochemical compositions everywhere in a reactive flow lie close to a low-dimensional manifold in
the high-dimensional composition space. We previously developed the Intrinsic Low-Dimensional Manifold
method (ILDM) (Maas & Pope 1992a, b), and have recently shown that it is accurate in application to
premixed laminar flames (Mass & Pope, 1994).

We recently deveoped an alternative Trajectory-Generated Low-Dimensional Manifold method (TGLDM)
(Pope & Maas 1993), which has some advantages. Figures 1 and 2 show the application of the 1D and 2D
TGLDM method to a transient perfectly-stirred reactor operating on a CO/H2/N-air mixture. It may be
seen that the 2D method is accurate both for major and minor species.

EMST MIXING MODEL
The term "mixing model" refers to a turbulence sub-model that describes the evolution of the pdf of

composition. In the Lagrangian-pdf framework, the mixing model specifies how the composition 0(t) evolves
following a fluid particle. In one popular model (IEM) 0(t) relaxes to the local mean value (0) at a specified
rate. In another class of models (particle-interaction models), the composition of the n-th particle in an
ensemble 0 (n) (t) changes by an exchange with another randomly selected particle (m, say. with composition

0,(m) (t))
Such mixing models have been extensively examined for inert flows (e.g. Pope 1982) and several short-

comings have been identified and are now well-appreciated. More recently a different shortcoming-peculiar
to reacting flows-has been identified. Specifically, the physics of the problem shows that mixing is local in
composition space whereas the models cited above are non-local.

We have developed a model which is asymptotically local, and which reduces to the mapping closure in
the one-composition case. It is based on Euclidean minimum spanning trees (EMST). An example of an

235



EMST (for 4D, N = 400) is shown in Fig. 3. By definition, the EMST is the set of edges joining the points,
such that all points are connected, with the N - 1 edges chosen (out of the N - 2 possibilities) so that their
total length is minimal. By this construction, one or more neighbors are identified for each particle.

This model las been implemented and tested in up to 10 dimensions. Figure 4 shows results from a
revealing test case in which there is a mean scalar gradient. In this instance, the variance (and indeedi all other statistics) attains a stationary value. The results agree well with experiments and DNS, and the

skewness and kurtosis are close to Gaussian values.

PILOTED JET DIFFUSION FLAMES

The objective of the project is to combine manifold methods, the EMST mixing model and PDF methods
to make calculations of piloted jet diffusion flames. We have performed some preliminary studies using the
simpler and more conventional IEM model (Norris 1993, Norris & Pope 1994).

Figures 5 and 6 compare experimental and calculated scatter plots in a piloted jet diffusion flame at
two different jet velocities. The fuel is a CO/H2/N 2 mixture, and the measurement location is at z/D =
10, r/D = 0.9. At the lower jet velocity (Fig. 5) it may be seen that the calculations accurately reproduce
the measured conditional means. Evidently the experimental data show more scatter about this conditional
mean than do the calculations. The extent to which this difference can be attributed to experimental error
is an open question.

At the higher jet velocity (Fig. 6) the flame is close to being extinguished. The calculations are in accord
with the data showing almost complete extinction except close to stoichiometric.
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SUMMARY/OVERVIEW: The Air Force Office of Scientific Research (AFOSR)
program in propulsion diagnostics currently is focused on three areas of study: gas-phase
measurements, plasmas, and particle/droplet measurements. An assessment of major
research needs in each of these areas is presented.

TECHNICAL DISCUSSION

AFOSR is the single manager for Air Force basic research, including efforts based on
external proposals and in-house work at Air Force laboratories. The propulsion
diagnostics subarea is assigned to the AFOSR Directorate of Aerospace and Engineering
Sciences along with programs in rocket propulsion, airbreathing combustion, and fluid
and solid mechanics.

Interests of the AFOSR propulsion diagnostics subarea are given in the SUMMARY
section above. This program, now in its eleventh year, has produced many "first-ever"
laser-based measurements. The instrumentation with which these measurements were
made is becoming commonly available for laboratory and bench test utilization.
Measurements range from microscopic to macroscopic scales with relevance to: plasma
acceleration; combustion aerothermochemistry; the behavior and synthesis of advanced
energetic materials; characterization of exhaust plume formation and radiation; and
dynamic control of propulsion, weapon and power generation systems.

Decisions on support for research proposals are based on scientific opportunities and
technology needs. Research areas with the greatest growth potential are plasmas and
measurements in supercritical fluids.

In the rapidly changing international environment we also are examining how we conduct
our research activities in relation to both Air Force and civilian needs. We now
recognize a new set of research objectives, including achieving rapid technology
transitioning and dual military and civilian technological use for Air Force basic research.
A new concept under consideration by AFOSR is the establishment of multi-investigator
university research centers with links to industry and the Air Force laboratories to
enhance the university-industry-Government research infrastructure.
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U We welcome your ideas on fostering better working relationships among universities,
I industry, and Government scientists and technologists.

The purpose of this abstract has been to communicate AFOSR perceptions of research
trends to the university and industrial research communities. However, communicationI from those communities back to AFOSR also is desirable and essential for creating new
research opportunities. Therefore, all proposals and inquiries for fundamental researchH are encouraged even if the content does not fall within the areas of emphasis described
herein. Comments and criticisms of current AFOSR programs also are welcome.
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AFOSR SPONSORED RESEARCH IN AIRBREATHING COMBUSTION

PROGRAM MANAGER: JULIAN M. TISHKOFF I

AFOSR/NAI
110 Duncan Avenue, Suite B11$
BOLLING AFB DC 20332-0001

I
SUMMARY/OVERVIEW: The Air Force Office of Scientific Research (AFOSR)
program in a thing combustion currently is focused on seven areas of study:
supersonic combusion, reacting flow, soot, sprays, kinetics, ram accelerators, and
supercseticai fuel behavior. An assessment of major research needs in each of these areas
is presented.

TECHNICAL DISCUSSION I
AFOSR is the single manager for Air Force basic research, including efforts based on
external proposals and in-house work at Air Force laboratories. Airbreathing combustion
is assigned to the AFOSR Directorate of Aerospace and Engineering Sciences along with
programs in rocket propulsion, propulsion diagnostics, and fluid and solid mechanics. 3
Interests of the AFOSR airbreathing combustion subarea are given in the SUMMARY
section above. Many achievements can be cited for these interests, yet imposing I
fundamental research challenges remain. The objective of the program is publications in
the refereed scientific literature describing significant new understanding of multiphase
turbulent reacting flow. Incremental improvements to existing scientific approaches,
hardware development, and computer codes fall outside the scope of this objective.

Decisions on support for research proposals are based on scientific opportunities and
technology needs. In recent years two major emphases have defined the main thrusts of
this research activity: supersonic combustion to support hypersonic airbreathing I
propulsion technology and issues affecting the future utilization of hydrocarbon fuels.
Starting in 1987 new research efforts were directed at novel means for achieving ignition,
combustion enhancement, low-loss flameholding, and complete chemical energy release
in supersonic combustion. The year 1989 saw new research in interactive control of fluid
transport processes. These opportunities reflect a generic interest in interdisciplinary
efforts between researchers in control theory and fluid transport behavior. For
hypersonic propulsion a particular focus of interactive flow control is the investigation of
means to overcome the suppression of mixing that high Mach number flows experience I
in relation to subsonic flows.

I
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S Future systems will require fuels to absorb substantial thermal -.fergy, raising fuel
tempeat res to supercritical thermodynamic conditions. Understatmng and controlling
fuel properdes at these conditions will be crucial for avoiding thermal degradation and
for subsequent processes within the combustor. Environmental concerns and the
availability of petroleum supplies also will contribute to future propulsion system design

operational needs.

I Designing propulsion systems that will offer reliability, maintainability and long service
life represents a new motivation for propulsion research. Future budgets likely will
dictate the acquisition of reduced quantities of new operational aerospace vehicles, with a

resnding increase in requirements for durability. Research topics such as soot and
rtical fuel behavior will be relevant to these new service constraints.

I With funding provided by the Department of Defense, AFOSR will sponsor a Focused
Research Initiative topic on high performance, low emissions gas turbine combustors.I Information for submitting proposals to this initiative is given in a recently issued Broad
Agency Announcement. In the rapidly changing international environment we also areS examing how we conduct our research activities in relation to both Air Force and
civilian needs. We now recognize a new set of research objectives, including achieving
rapid technology transitioning and dual military and civilian technological use for Air
Force basic research. Through this initiative we hope to foster better working
relationships among universities, industry, and Government scientists and technologists.

n A new concept under consideration by AFOSR is the establishment of multi-investigator
university research centers with links to industry and the Air Force laboratories. These
centers also are intended to enhance the university-industry-Government research

The purpose of this abstract has been to communicate AFOSR perceptions of research
trends to the university and industrial research communities. However, communication
from those communities back to AFOSR also is desirable and essential for creating new

lIresearch opportunities. Therefore, all proposals and inquiries for fundamental research
are encouraged even if the content does not fall within the areas of emphasis described
herein. Comments and criticisms of current AFOSR programs also are welcome.
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THEORIES OF TURBULENT COMBUSTION IN HIGH SPEED FLOWS
(AFOSR Grant No. F49620-92-J0184)

Principal Investigators: F. A. Williams and P. A. Libby

Department of Applied Mechanics and Engineering Sciences
University of California San Diego, La Jolla, CA 92093-0310

SUMMARY/OVERVIEW

The objective of this research is to improve our understanding of the chemical kinetics and fluid
dynamics of turbulent combustion in high speed flows. At present emphasis is being placed on
understanding the ignition processes in nonpremixed counterflow systems of hydrogen and air. In
addition, to understand the effects of heat release on the high-speed compressible turbulence a
direct numerical simulation study is also being initiated. The results may help to improve abilities
to design propulsion systems that employ high-speed turbulent combustion.

TECHNICAL DISCUSSION

The previous summary described research on ignition in hydrogen-air mixtures, on nonpremixed
flames in stagnating turbulence and on structures of counterflow diffusion flames with small stoi-
chiometric mixture fractions. The complete reference citation for publication of the work on the
last of these topics was not available last year and therefore is included here as the first reference [1].
The present summary focuses on the new research performed during the past year. This research
emphasizes ignition phenomena as well as extinction, introduces methods of bifurcation theory and
offers some experimental measurements to test theoretical predictions.

This research emphasizes the flamelet regime of turbulent diffusion flames. It is important to
use the most up-to-date information to assess whether applications are most likely to fail in flamelet
(flame-sheet) or distributed-reaction regimes. Such assessments have recently been completed for
hypersonic propulsion employing hydrogen-air diffusion flames [2], and the results support continued
emphasis on the flamelet regime. Attention was thus focused on flamelets in the hydrogen-air
system, and four separate studies presently underway are reported here, all of them involving
counterflowing configurations in one way or another.

Numerical Investigation of Ignition in Hydrogen-Air Mixtures

The critical parameters and the structure of the ignition kernel in hydrogen-air nonpremixed coun-
terflowing configurations were calculated for a range of pressures from 0.5 to 40 atmospheres, for
a range of initial temperatures and for a range of equivalence ratio. The conservation equations
for the counterflow system with an updated chemical mechanism [2] were numerically integrated
using the arc-tracing continuation technique [3]. The results of such complete calculations are not
only useful for assessing the adequateness of various approximate models required in theoretical
modeling and in large-scale simulation of these flames, but also provide guidance for combustor I
designers concerning the ranges of operations in which the ignition is controlling.

Representative results for the peak temperature as a function of the strain rate are shown in
Figs. 1 and 2. The extinction strain rate for hydrogen flames, unlike that for methane flames, is
seen to increase rapidly with increasing pressure. These results are consistent with the dependences
of the crossover temperatures on the pressures for the two fuels. The crossover temperature for
hydrogen flames is the temperature at which the rate of the chain branching reaction H + 02

-, OH + 0 becomes equal to that of the chain termination step H + 02 + M --+ HO2 + M,
while for methane flame the rate of the branching step is to be compared with the rate of the
radical-removing step CH4 + H -+ CH3 + H2, which is bimolecular rather than three-body.

243



The critical strain rate for ignition is seen to be very sensitive to the oxidizer temperature. kbove
a transition value of the oxidizer temperature, no abrupt ignition or extinction phenomena are
observed. Thir transition temperature, which is slightly larger than the crossover temperature for
reasons discussed below, is shown along with the corresponding transition strain rate as a function
of pressure in the inset of Fig. 2. As the oxidizer temperature is reduced the critical ignition strain
rate decreases rapidly and soon reaches valuies where the convective effects of the flowfield have a
minimal influence on the ignition processes. In addition, the middle branch of the S-curve is seen
to approach the frozen branch increasingly tangentially with decreasing oxidizer temperature. It
is extremely difficult to determine the ignition strain rate accurately by the continuation method
for these cases; the solutions are extremely sensitive to the initial conditions and may converge to
the middle branch. It is uncertain whether any currently available computational approach can
circumvent this difficulty and attention is being given to this question.

Another application of the results from full integrations relates to the assessment of reduced
mechanisms for the treatment of hydrogen oxidation in practical devices. In the calculation of
multidimensional problems, it is computationally desirable to reduce the number of species that
must be taken into account. A four-step mechanism was obtained by imposing steady-state ap-
proximations for HO 2 and H20 2. Three different three-step mechanism results from the four-step
scheme by introducing a steady-state approximation for 0 or OH, or by employing steady states
for both 0 and OH simultaneously and relaxing the H0 2 steady-state assumption. Finally a two-
step mechanism is obtained by putting all species except H in steady state. Figure 3 shows the
peak temperature as a function of the strain rate, according to the prediction of the full and these
reduced chemical schemes for a diluted hydrogen-air diffusion flame at atmospheric pressure; re-
sults are similar without dilution. It is found that the two-step chemistry gives higher maximum
temperature consistent with the higher H concentration predicted by the two-step chemistry in
the reaction zone, yet the extinction and ignition strain rates differ only by approximately 10%
and 15%, respectively for the undiluted flames and up to 25% and 40%, respectively for extreme
dilutions (15% molar concentration of H2 in the fuel stream.) It is interesting to observe from
the intermediate curves in Fig. 3 that the discrepancy between the predictions of the two-step and
full-mechanisms arises largely from the 0 steady-state assumption. On the other hand, calculations
imposing H steady-state with the 0 steady-state relaxed gave results too poor to plot on the figure,
thus suggesting that though the ignition may occur far on the air side of the mixing layer, the
attack of H-atoms on 02 (the chain-branching step) still plays a dominant role in initiating and
propagating the ignition process. These results are being published [3].

Asymptotic Analysis of the Ignition Processes in Hydrogen-Air Systems

In a theoretical study, the slope of the ignition branch for steady, counterflow, hydrogen-oxygen
diffusion flames, with dilution permitted in both streams, was investigated for two-step reduced
chemistry by methods of bifurcation theory. Attention was restricted to fuel-stream temperatures
less than or equal to the oxidizer-stream temperature T. and to T.. larger than or of the order of
the crossover temperature at which the rates of the H + 02 chain-branching and chain-terminating
steps are equal. Two types of solutions were identified, a frozen solution that always exists in this
kinetic approximation because all rates are proportional to the concentration of the intermediate
H atom, and an ignited solution that bifurcates from the frozen solution if a Damkhler number
construtted from the strain rate and the rate of the branching step H + 02 --l OH + 0 is increased
to a critical value at which the strain rate becomes small enough for autoignition to occur in this
flow field. Along the ignited branch, the original two-step chemistry soon fails near the hot oxidizer
stream, necessitating consideration of 0 + H2 -* OH + 0 as the dominant chain-branching step,
the effect of which was included in the analysis by introducing a finite position of H2 depletion,
with frozen flow beyond, to the oxidizer boundary. The critical Damk8hler number for ignition,
and the slope of the curve of the maximum radical concentration as a function of Damkbhler at
the ignition point, were calculated parametrically as functions of the hydrogen Lewis number, and
different limiting behaviors were clarified for Lewis numbers of zero and unity. It was shown that
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when effects of chemical heat release are neglected, so that the ignition involves only a. branched-
chain explosion, a good approximation at sufficiently high T., the ignition is always gradual in
the em that the limiting ignited-branch dope is positive (supercritical bifurcation) and there is
no S curve. At high T. the radical-production step alone affords a good one-step approximation
for ignition, but its heat release is too small U to remove the gradual-ignition behavior, even as
T0. drops below crossover. Near crossover it becomes necessary to include the radical-consumption
step as well, while which is much more exothermic, and even before crossover the augmentation
of the branched-chain explosion by its associated heat release readily produces abrupt ignition,
a negative limiting ignition-branch slope (subcritical bifurcation) which leads to an S curve. For
T. somewhat below crossover, the branched-chain contribution to ignition ceases entirely, and a
thermal-explosion character must develop. The results are a first step towards analytical description
of nonpremixed H2 -0 2 autoignition. This work is being published [4].

Experimental Investigation of Hydrogen-Air Diffusion Flames

Most of the research on hydrogen-air diffusion flames has been of a theoretical or numerical nature.
Very few experiments have been performed to test the detailed numerical diffusion-flame models.
To remedy this deficiency, an experimental investigation was initiated to ascertain how well the
chemical-kinetic mechanism which has been used in the present work for the hydrogen-oxygen-
nitrogen systems can predict measured diffusion-flame extinction conditions. The results from this
study are shown in Fig. 4. It can be seen that the measurements and computations of extinction
strain rates for an axisymmetric counterflow configuration agree very well for diluted flames. Ex-
perimental data begin to depart from theory at the highest hydrogen mole fractions shown because
of the onset of experimental difficulties that prevent good tests from being made at higher hydrogen
concentrations. The results of these studies have been accepted for publication [5].

Nonpremixed Flames in Stagnating Turbulence

Our analysis of nonpremixed flames in stagnating turbulence is continuing. The principal focus of
this study is the comparison of theory with the experimental results or methane-air flames reported
by the Whitelaw Group at Imperial College. Since these flames occupy approximately 40% of the
gap between the two jets carrying the turbulent fuel and oxidizer streams, the thin flame analysis
used in all previous treatments of flames in stagnating turbulence is inapplicable and a new approach
based on solving the conservation equations from one exit plane to the other has been developed.
Our present fluid mechanical treatment is based on the k - e theory while a presumed pdf-flame
sheet description is used to deal with the chemistry. The numerical analysis of the resulting system
of ordinary differential equations is extremely difficult but solutions have now been obtained and
compared with experimental data. In making the comparison with the available data, we confront
the problem of dealing with predictions based on Favre-averaging and experimental data presumably
involving conventional averaging. Thus in the present case only fluid mechanical quantities in the
two constant density regions outside of the flame and the state variables within the flame are subject
to comparison. Somewhat surprising is the finding of qualitative agreement with the former data
but excellent agreement with the latter. We intend to conclude this study and then apply the
theory to hydrogen-air flames perhaps with a Reynolds stress theory for the description of the fluid
mechanical behavior.
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Figure 3: The dependence of the maximum Figure 4: Comparison between theory em-
lamne temperature on the strain rate for a di- ploying full chemistry and experiment for the
luted hydrogen-air liame with T., = 1135 K, dependence of the air-side extinction strain

Tli= 300 K and p = I atm, as obtained with rate on the hydrogen mole fraction in the fuel
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